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Abstract

Air pollution predictions for environmental impaassessments usually use
Gaussian  plume/puff models driven by observatigradised
meteorological inputs. An alternative approach @ use prognostic
meteorological and air pollution models, which havany advantages over
the Gaussian approach and are now a viable togdddorming year-long
simulations. This paper provides a comprehensigbnieal description of
the newly enhanced prognostic model TAPM.
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1 Introduction

Air pollution models that can be used to predicurhby hour pollution concentrations for
periods of up to a year, are generally semi-enmgdiacalytic approaches based on Gaussian
plumes or puffs. These models typically use eitheimple surface based meteorological file
or a diagnostic wind field model based on availadéiservations. TAPM (The Air Pollution
Model) is different to these approaches in thatoitves approximations to the fundamental
fluid dynamics and scalar transport equations tedijgst meteorology and pollutant
concentration for a range of pollutants importaat &ir pollution applications. TAPM
consists of coupled prognostic meteorological aimdoallution concentration components,
eliminating the need to have site-specific metegiglal observations. Instead, the model
predicts the flows important to local-scale airlpbn, such as sea breezes and terrain-
induced flows, against a background of larger-saaleteorology provided by synoptic
analyses.

The meteorological component of TAPM is an incorspiigle, non-hydrostatic, primitive
equation model with a terrain-following verticalordinate for three-dimensional simulations.
The model solves the momentum equations for hot@onvind components, the
incompressible continuity equation for vertical o@ty, and scalar equations for potential
virtual temperature and specific humidity of watapour, cloud water/ice, rain water and
snow. The Exner pressure function is split intorbgthtic and non-hydrostatic components,
and a Poisson equation is solved for the non-hyalioscomponent. Explicit cloud micro-
physical processes are included. The turbulencestein these equations have been
determined by solving equations for turbulence tinenergy and eddy dissipation rate, and
then using these values to represent vertical fll;yea gradient diffusion approach, including
counter-gradient terms. A vegetative canopy, sdieme, and urban scheme are used at the
surface, while radiative fluxes, both at the sugfand at upper levels, are also included.

The air pollution component of TAPM, which uses ghiedicted meteorology and turbulence
from the meteorological component, consists of fowgdules. The Eulerian Grid Module
(EGM) solves prognostic equations for the mean aadance of concentration. The
Lagrangian Particle Module (LPM) can be used toresgnt near-source dispersion more
accurately. The Plume Rise Module is used to adctmrplume momentum and buoyancy
effects for point sources. The Building Wake Modal®ws plume rise and dispersion to
include wake effects on meteorology and turbuleddee model also includes gas-phase
photochemical reactions based on the Generic ReaSet, gas- and aqueous-phase chemical
reactions for sulfur dioxide and particles, and wstdmode for total suspended particles
(PM2.5, PMho, PMyo and PMg). Wet and dry deposition effects are also included

This paper describes the technical details of thedeting approach, including the
meteorological component in Section 2 and the gollucomponent in Section 3. Section 4
outlines the numerical methods used in the modatt P of this paper (Hurley et al., 2008)
presents a summary of some verification studiefopaed with TAPM V4.
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2 Meteorological component

The meteorological component of TAPM is an incorspilele, optionally non-hydrostatic,
primitive equation model with a terrain-followingestical coordinate for three-dimensional
simulations. It includes parameterisations for dloain/snow micro-physical processes,
turbulence closure, urban/vegetative canopy aridasual radiative fluxes. The model solution
for winds, potential virtual temperature and sgecHumidity, is weakly nudged with a
24-hour e-folding time towards the synoptic-scaleuit values of these variables.

Note that the horizontal model domain size is retstd in size to less than 1500 km x
1500 km, as the model equations neglect time zdahes;urvature of the earth and assume a
uniform distance grid spacing across the domain.

2.1 Basemeteorological variables

The mean wind is determined for the horizontal comgmtsu and v (m s% from the
momentum equations and the terrain following vaftivelocity & (m sY) from the
continuity equation. Potential virtual temperatufig (K) is determined from an equation
combining conservation of heat and water vapour.e TBxner pressure function
n=n, +n, (J kg" K" is determined from the sum of the hydrostatic ponentz, and
non-hydrostatic component,, (see Section 2.2). The equations for these vasabte as
follows

%:i(KH@}ri K, X -M@-ev(d_’ﬁd_”@} NWHEU)-NU-u) (1)
d &\ "&) . "&) do X do &

i’:i(KH ﬂj [ KHﬂ _dw'vg—ev d_n+d—ﬂ§ - fu+F(v) =N (v-V,) (2)
dt o ) & o Jo oz & Jdo

Jdo_ (du v o0 (do o0 (do
= o U = V| = 3)
Jdo X 00\ oX oo\ o

B =2k, Do)+ 2k, 2|00 20 5, s F(9)-N,(6,-8,) @)
dt o X ) & & do g %

o, :_g(ﬁ ’ (5)
do 6, a
where
t = time(s),

X, y,o0 = thecomponentsf thecoordinatesysten(m),

z-1z,
o=1z :
z, -z,

z = cartesiarverticalcoordinatgm),
z, = heightof modeltop(m),
z, = terrainheight(m),
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K, =horizontaldiffusion coefficiert (seeSection2.4),

W ¢ = verticalflux of g(seeSection2.4),

F (@) = horizontaffiltering of g(seeSectior4.3),

f = Coriolisparamete(4sz_sin(at)/(24x 3600))(s™),

71, = 3.14159265

lat = latitude(®),

u,,v,,8, = largescalesynopticwindsandpotentialvirtual temperatte,

N, = largescalenudgingcoefficiert (/ (24x 3600),

Sy, = i(ﬁj A S,, (seeSectiong2.3and2.5),
T ét RADIATION Cp

T = temperatue (K),

g = gravitatimalconstan{9.81ms?),

A = latentheatof vaporisaibn of water(2.5x10° Jkg™),

C, = specificheatat constanpressur¢1006Jkg™ K ),
do _ (0 z, j &, do (J z, ] %, do ( z, j
28 Z X’ 0'3/ Zr — 0y dZ Ly~ 4 .

2.2 Non-hydrostatic pressure

The optional non-hydrostatic component of the Expresssure functiom,, is determined by
taking spatial derivatives of the three momenturnagigns and the time derivative of the
continuity equation, and then eliminating all tiderivatives in the continuity equation by
substitution. The following assumes all productsCofiolis terms and terrain gradients, and
all turbulence and synoptic variation terms, caméglected. The resultant equation foy is

2°m, 1290 2%, . 2%, +20"_ao"2nN J{QJZ 2%,

o’ X Xxdo  ° & &odo \dz) do? (©6)
‘C an, oy, o, _
* ok oy ’ do

with coefficients

c i[d@ 20, do C—i a0, d@ Jo
T\ x o) e\ do k)

c io"@ o"a 20, do d@(daj +o"a+o”'a
To\ X X & do\a PP
R:i

{23l

Na

X & oJo Jo oo

&

v

© CSIRO 2008 5



A A A on, do(do\"
g, +g| == |,

R=-U—-v—-0—+1fv-§,
x & Jdo oX o\ oz
-1
F{,:—uﬂ—vﬂ—dﬂ—fu—ﬁV o +g£(£j :
x & Jdo N N\ oz

oo Vo"c‘f . do 677 60 o, 00
0x 6x oy ay

, 0% d’c  ,0°0c . O (do J (do
+u > +2uv +v > 200 U——| — [+V—| — ||
X Xy & do \ do\ &

0°c (o-2,\0%2, d*°c (o-12, \9%°2, d°0c (o-2z \I9%z
K \zp-z,) X ok \z,-z, )k X \z, -z, )
2.3 Water and ice micro-physics

Conservation equations are solved for specific Witni (kg kg®) g =0, +qc +q,
(representing the sum of water vapour, cloud watst cloud ice respectively), specific
humidity (kg kg") of rain waterq, and specific humidity (kg k§ of snowq,:

d J 0 ﬂW' Jo

B SR
%:i KH ij"'i KH% _M§+S 'VTR éqR i (8)
d & " &) Y "&) do a2 v Tooa

dogs _ 0 KH% + 9 KH% _IWas oo +S, VTSd]S ©)
d & ") ") do a v oo a

with

Sy, 1S S, 1 Sy, » Sy, = Micro- physicakourceterms,

'0c’Tq ' TOr ' TCOs
ds,n = Synopticscalespecifichumidity of water vapur pluscloudwater/ice
Vs, V;s = terminalvelocityof rain/snow,
and the specific humidity of water vapouy, and the saturated specific humidity,g
determined from
gy = min(a,tys),

_ 0627,
b T (p-0378,)’
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p = pressur (Pa) anc

- 1 e
es =6 Oexp{—( ITH D :

_[Ly, ifT=>27315
L, if T<27315

Cloud water and cloud ice are assumed to co-erist lmetween temperatures of 2Csand
0°C, with a linear relationship used between these limits (see Rotstayn (1997) for a
discussion of mixed-phase clouds):

Qe = (1{%)}((1 -ay)

a4 =9-04v ~Cc-
The source terms in the conservation equations are
qu =-Rc =Ry ~Rg~Rs:

ch = I:)vc - PCI - PCR - Pcs’

S =PVI +PCI _PIR_PIS’

q,

S, = PVR+ PCR+PIR _PRS'

Or

qu =Rs tFs+PBs + P

Bulk parameterisations of the micro-physics areedamainly on Tripoli and Cotton (1980)
and Lin et al. (1983), with some updated constpatsimeterisations as used by Katzfey and
Ryan (1997), Rotstayn (1997) and Ryan (2002). Tierasphysical production terms used
here are as follows:

. (Mj[“i%]

At c, dT
-1
P, :(QV _QVSJ 1+idq\/s
At c, dT
P, =0
Pr =0

Per = Per + Pere

0.104E..,0 0°ql e
> crY | _ c
B (de qco)(NC pwj

PCRl

12
VA _
Pere = Z Ecro@rNgol (35)(10&] chRaS

0

112
T -
Pcs = Z Ecsas N sor (325)(£j qc/13325

0
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Ps = P * Ps;
PISl = 0-005E|s (q| - Cho)H (Ch - Q|o)

0

1/2
7 -
Pz =7 EisasNsol (szs)(ﬁj QA5

1/4
| 05+ 2]
PVR = min(o, Ov _1) Or1R . R
Ovs Pw I—v + R/T
KR\/TZ e\/SDV

078 031 (2625a}” { Po j”“
2 1/2 32.625
PVS :2_7Tm|n(01 qv _1) AS VZ /]S p
10 qVS LS + R/T
KRT?  esD,

Py = —Qs /At if T > 275.15.

whereH is the Heaviside function,

1/4 1/4
A :(mRNRoj A :(mSNSO]
R ’ S 1
AR As

ay =1415, ag = 484
Uco = 577/0ch3Nc,0'1,
_ [p2.316x 100" c000udr-2219) ¢ T > 25565

cr p1_158><10(_4'0+0'0519(T_27315)), otherwise
Ecpy = 055, Ecg, = 07, Ecq = 07, Eo = exp(0.025T - 27315))
Other constants are
L, = 25x10° Jkg™, L = 283x10° Jkg™,
Ne =3x10° m®,r , =1x107° m, N, =8x10° m™“, Ng, =3x10° m™,
0O, =1000kgm?, p, =100kgm®, R, =461 5Jkg* K*,
4 =18x10"° kgm™s* v =135x10"° m®s?,
K =0.025Jm*s*, D, = 25x10° m*s™,

The rain/snow terminal velocity is determined from

_ar@s(n)"

Tooe o)

/12

v =_asr(425) &1

TS 6/]025 ,0 )
S
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Calculation of the precipitation rate (i)s at the surface is fron® =iVTRqR 0), where
P

gr(0) is the amount of rain reaching the ground, andlaity for snowfall, but using snow
density, terminal velocity and specific humidity.

2.4 Turbulence and diffusion

Turbulence closure in the mean prognostic equatises a gradient diffusion approach with
non-local or counter-gradient corrections, whiclpeteds on a diffusion coefficied and
gradients of mean variables and a mass-flux apprésed on Soares et al. (2004) and
Hurley (2007). The vertical fluxes are parametetias follows:

W:—K(ﬁﬁ—yujs—Kﬂ@+Mu, (10)

oo oz oo 0z

T:-K(ﬂ@-yvjs-xﬂ@mv, (11)
oo oz oo oz

wg =—k[% 90, \- g 59V§+M(9V,up—¢9v), (12)
Jdo oz oo oz

W ¢ =-25K % 90 (13)

00 0z

where ¢ is a general scalar variables the eddy diffusivity ang,,, y, andy, are the non-
local fluxes. Horizontal fluxes are parameterisethg a gradient diffusion approach. The
scalar diffusion coefficient of 2.5 used above &sdd on an analysis of the second order
closure equations from Andren (1990), with congtdrdm Rodi (1985).

The turbulence scheme used to calcukatis the standardE-€ model in three-dimensional
terrain-following coordinates, with constants fboeteddy dissipation rate equation derived
from the analysis of Duynkerke (1988). The moddve® prognostic equations for the
turbulence kinetic energ¥j and the eddy dissipation ratg (

2
E:i(KH £j+i KHE +[§j i(KEJ+PS+Pb—£, (14)
dt &\ "x) y "&) \a) do\" do
2
Ezi(KHﬁ},i K, % +(£) i(CwKﬁj
dt & "x) &) \2) a0 do
+£ (ca(max(Q.R) + P, + max(,R)) - c..¢) (15)
where
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2
(a—”j i(Ka—E], if 6, <0
R=\0z) oo\ oo

0, otherwise

B (6u ou aajz v ovao) (aw aajz
P=2K|| —+—"2| 4| —+— 2| +|—2
® ox 0o ox dy 00 oy do 0z
du dudo ov . ovao)
+Kl| =+ ==+ 24+ 77
dy 0o dy O0x 00 ox

(au 00 ow oOw 00)2 ovooc ow owado)
+Kl|l——+—F+ —— | 4| ——+ —+ — —
0o 0z 0x 00 0X 0o 0z 0y 00 oy
(au 00 Oow ow GUJ ovoo ow owado
-Kly| ——F—+—— |+ )| ——F+—+—— ||,
0o 0z 0x 00 0X 0o 0z 0y 00 dy

Pb:_gK aeva_a-— o |
6, \ 00 0z

: _(aaj'l . 00 00
withw=| — O—-U—-V— |,
0z 0x oy

2

and K, =max10,K), K = cmE—, c,, = 009, c,, = 069, c, =146, andc,, = 183,
&

Turbulence kinetic energy and eddy dissipation i enhanced in the top-half of the
convective boundary layer (CBL), where turbuleneeels can be underestimated using the
above approaches. This has been achieved by usimpée parameterisation that limits the
rate of decrease of prognostic turbulence with liteigetween heights in the range 0.55-0.95
times the CBL height, provided that the heighths\e the surface layer and the convective
velocity scale is greater than 0.5 th s

Vertical velocity variancen'? is diagnosed from the following modified prognosquation
of Gibson and Launder (1978) and Andren (1990),nddeadvection and diffusion terms are
neglected and the boundary-layer assumption is rfss#eMellor and Yamada, 1982),

-1
2 E I |
w'? = [% E+_((2_ Ce2 = Cie k_Z)PS +(2-cg- ka_Z)Pb_%ng-(l"'__J )
with constants from Rodi (1985)

cy =220 ¢c,=163¢c4,=0.73,c,= 100 c,= 024c,= 00
TheU andV terms in the non-local vertical momentum fluxes ar

wu'

- L2

U

0
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RA%
T =12
E 0

where subscript O denotes evaluation in the suleags, which in practise means evaluation
at the first model level using, friction velocity and mean wind components. Iderto aid
numerical stability, particularly in the early-marg shallow CBL, the absolute values pf

and y, are kept below 0.001's

In order to calculate the non-local vertical tengpere flux, the virtual potential temperature
(K) and specific humidity (kg K8 in the convective updraff,, . and d,, are obtained from

v iup

29,.,
o-,z : _gE(ev’up_ev)’
Ry _
2 =ec(a, -a)
with boundary conditiong,,,,, = 6, +% andq,, =q+ \2/1(/:12 at the first model level.
0 0

Then, when the specific humidity in an updraft iseager than the saturated value
(Qup < upsar)s the mass-fluM (m s') is determined from

M = auqup

or otherwise from

=€t~
M 0o 0z

with constantsa,, = 0.1, &, =2x107 and J,, =3x107, and boundary condition fov at

ent

the level of saturatiorM = acaupwup, where a. = 0.5+arctar(155(qup = Oyp, Sat)/aqup) from
—0
Cuijpers and Bechtold (1995) and, = ma>{1><10‘ -16— vv’q[lp aq“” %JJ from a

simplified second order closure equation based ndrén (1990). Note thddl is set to zero
whenw,, is zero.

The vertical velocity in the convective updraff, is obtained from

16w 90 _ g

2 o a Eb1Wp+b23_V(€v’up_0v)’

with b, =1, b, =2, & =0. . 1 , and w,, =0 at the surface.
z+Az max(0,z -2)+Az

These equations are integrated with increasinghbeiging an implicit solution method. In
order to aid numerical stability, particularly inet early-morning shallow CBL, the value of
Yo 1S kept within the range of zero and 0.002 K.m
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The boundary-layer heightz() in convective conditions is defined as the firstdel level

above the surface for which the updraft velocitgrdases to zero, while in stable/neutral
conditions it is defined as the first model levbbae the surface that has a vertical heat flux
less than 5% of the surface value following Derlgs(iL990).

The mass-flux approach used in the turbulence otosiso allows the calculation of the
contribution of the large convective eddies to thertical velocity variance and the
Lagrangian timescale, following the analyses ofatsd et al. (2000)

W7 )e = am7,

_ 1
(TL)MF - 5M£E !

where the subscrigflF refers to the mass-flux contribution (note thatha last equation we
have assumed that detrainment is 1.5 times entemfjntonsistent with the mass-flux
approach). The eddy dissipation rate can then loeleted as

() :ngowg ,
T i

and consistent with the formulation of the eddyfusiivity from the previous section, the
corresponding eddy diffusivity can be calculatethgis
wfe _cum
() = cp ey == 200
(g)MF S5

The total vertical velocity variance, eddy dissipatrate and eddy diffusivity is then just the
sum of the contributions from the gradient closanel the mass-flux contribution. Note that
the use of the total diffusivity for a scalar wowldly be required if the turbulence closure for
the scalar flux does not explicitly include a nowdl flux term.

2.5 Radiation

2.5.1 Clear-sky

Radiation at the surface is used for the computatib surface boundary conditions and
scaling variables (see later), with the clear-sigoiming short-wave component from Mahrer
and Pielke (1977),

~ {(ag —a,,(Z,)) SyepeS, COSX; for cosy >0

st(clear—sky) O, fOI’ cos)( < O;

and the clear-sky incoming long-wave component fizitley and O’Brien (1999),

T(ag,) )’ ro))"
" sy =| 5938+1137| ———L | +9696 —— | |cosa,
27315 25

with
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a, = 0.485+ 05151014~ 016//cosy )

a,(o)= O.OBE{MJ | :

cosy

r(o) = LZT ©qdo is thecolumn wagr vapouamount(kg m? or mm)betweerg, ando,
X isthezenithangle,and S, is thesolarconstan{1367W m).

The solar declination, zenith, and terrain slopgl@sare calculated using
sind, =sin(23.57, /180)sin(27,day/ 365),
cosy = cos(at) coso, cos(ﬂC (hour—12) /12) +sin(at)sind,,

os

C . . .
SSlope = —cos/\/ , COSl = COSg,,c COSY +SINa . SIN xcos(z —qupg,

oz (az,) Lf(0z, Yoz \) 7
aSIope =tan + ) ,7$I0pe = tan —_— -—,
ox ay oy )\ ox 2

B =sin™*(cosd, sin(7z, (hour-12) /12)/sin x),
lat = latitude day = dayof year(1= 21March),
hour = hourof day(24hourclock),77, = 3.14159265

The effects of water vapour and carbon dioxide tomapheric heating/cooling rates for both
short-wave and long-wave radiation follow Mahred &helke (1977)

RADIATION(clear-sky) p
o 2100 () (1) )- 0w 2L 2 (1 () - (o)
0022 ((T(0) - (10)) 00~ S ((T(2 ) - (T(0) )}
with
I’(O') 03
aw(a)_o.ose{@) :

((0)= | mm,do.

and emissivitye = ¢, +&, either integrated upwar((s T) or downwards(g 1) with
0.113log,,(1+12.6P), for log,, P < -4

0.104log,, 0P + 0.440, for-4<log,,P < -3

0.121log,, P +0.491, for-3<log,, P <-15

% |0.146log,, &P +0.527, for-15<log,,oP<-1’

0.161log,, P +0.542, for-1<log,,dP <0

0.136log,, oP + 0.542, forlog,, P >0

£co, = 0.1851-exp~ 039aH)*),
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0.1_|',0qu0, for &1
P=0lr(o)={ * ,
0.1j,oqua, fore |

_ {0.252( ps — p)/100, fore 1

B 0.252p - p; )/100, for £ | ’
where

pispressur¢hPa),
subscriptsSandT indicatethegroundsurfaceor modeltoprespectivly,
ando, = 567x10° W m? K “ is theStefanBoltzmanconstant

2.5.2 Cloudy sky

The clear-sky incoming radiation components frora grevious section are modified for
liquid water effects using an approach based opHhetes (1978). The method assumes clear
and cloudy sky contributions can be treated seplgrat

The incoming short-wave radiation is

Rlsr\]/v(a-) = Risr\l\(clear—sky) l'IJTramsmissmn’

and using a fit to within 0.05 of th& functions from Figure 3 of Stephens (1978) for
transmission/absorption of short-wave radiatiomdigng zenith angle dependence)

{exp(—laN'” s} W < 011
LIJTransmissin =

02: W" > 011
03aw"'? wr <011

LIJAbsorption in .
0.1 W > 011

The incoming long-wave radiation is
(U) = le(clear—sky) (1 gl (U))+£|W (U)USBT (U)
en(0) = mln(09;L exr(—lSEW'”))

with the incoming liquid water path
= jpa min(0.0003q. )do.

Radiative heating and cooling at each model lekelbacounted for via the source term in the
prognostic equation for temperature with

a—T aT 1 al'IJHeata
ot RADIATIONlear-sky ~ Cp 00 0z’

RADIATION at

where

l'IJHeat(o-) = Risr\lv(clear—sky) LIJAbSOI’ptIOﬂ (0) Rlom(a) ’
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with the incoming short-wave and long-wave compaésdrom the above expressions, and
the outgoing long-wave radiation from

3vut (0.) - R|0m (1 _ glout (0.)) + glcxjt (U)USBT 4 (0.)’

w (clear—sky) w

en'(o) = min(0-91‘ eXIO(‘BONOUt))'

with the outgoing liquid water pativ " = j,oa min(0.0003q.)do .

Zs

2.6 Surface boundary conditions

If the surface type is water, then the surface txaipre is set equal to the water surface
temperature, and surface moisture is set equdidcaturation value. If the surface type is
permanent ice/snow, then the surface temperatugetisqual to —10°C, and surface moisture
is set equal to the saturation value.

If the surface type is land, then we assume tlsahgle layer of vegetation overlays the soll
(e.g. see Tuzet et al., 2003). Assuming a simpten&ion approach to the attenuation of
radiation through the vegetation, the contributainradiation to the soil (subscript S) and
vegetation (subscript V) is then
st,s = (1_as)TRisr\1w

st,v = (1_ ay )(1_ T)R;r\]/v'

le,s = I\; + (1_ T)Ev JSBTV4 CO gippe ~ ESJSBTS4 COSA g qper

le,v = (1_ T) Ivr:/ + (1_ T)‘gsasss-l_s4 COSA gippe — 2(1_ T)gv JSBTV4 COA g1per

T = exp(-04LAl),

where a is surface albedqs is emissivity LAl is the leaf area index and other variables and
constants are defined in the previous Section.eitiaction coefficient in the equation far
takes on various values in the literature, but dasesome initial sensitivity simulations with
the model a value of 0.4 was chosen.

Total momentum, sensible heat and latent heat $laxe then simply the sum of the soil and
vegetation fluxes, the inverse of the total surfaesistance is the sum of the component
inverses, and surface temperature and specificcitynare weighted by the ratio of the total
to component resistances.

2.6.1 Soil Scheme

Following Pielke (2002), the equations for soil peratureTg, moisture contentyg and
specific humidityqg are

f&:in&(a_ajz
ot oo\ °aoc \aoz)’

%:i D 0175 [a_aj2+aK'7(a_aj+S,
ot odo\ " 0o )\ a9z 0o \ 0z U
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a¥,
qS = QS,sat ex R/TS '

where subscripgatdenotes the saturated value and
S = ks /(pscs)1
.- 419exp(- (log,,(~100% )+ 27)),  if log,,(~100%, )< 51
* 10472 otherwise ’
PCy = (L=115) PSS + 115 Py Co
0,, =1000 c, =4186,02" =160Q cl” =845,
and where¥, , K, , D,, 7., .4 are empirically derived constants or functionssofi
moisture content and soil texture type as liste®igyke (2002).

These equations are solved for 15 soil levels dimaandepth of 2 m using an implicit vertical
diffusion approach (see Section 4), with surfacenolary condition for surface temperature

G, = -k, 9Ts 00
00 0z’

and for soil moisture content

_ on oo
G, = Pu '76_6_+'0WK'7
where
Gs = Rs,sw+ RSJW - Hs _AES + AJ )

G, =-Es+p,(P-R)

Hg = pc, (65 - 6,) /1, s = sensibléheatflux (W m?),

AEg = pA(qs —q,)/ 1y s = evaporatieheatflux (W m?),

A =25x10° Jkg*?,

I'is IS the aerodynamic resistance (see Section 2atid)a roughness length of 0.01 m,
P is precipitation reaching the soil aRds the runoff.

2.6.2 Vegetation parameterisation

The vegetation temperatuf¢ is calculated from a surface energy balance

0=Ryy +Ryy ~Hy —4E,

using Newton iteration, where the outward long-weagiation and sensiblgH,, gnd latent
(E,) heat fluxes are treated as functiongof with
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Hy =pc, (8, -6)/r,y,

E, = 1-P)E, +BE,,

Etr = p(Qv,sat - Ch) /(rH,V + rs)’
E, =000 sa ~ ) Ty s

= 1 if condensatin(q, > q, )
m, /(0.0002LAl); if evapotrangiration ’
om
L =p-P, - BE,/p,,
p s = BEw! Pu

wherem, is the moisture reservoir ang,, is the aerodynamic resistance (see Section 2.6.4).

The vegetation specific humidity, is calculated fromq, =q, ., —E,rs/p, and the

stomatal resistance, is calculated using

— rsi

rs = o FiFS R

and
F — 1+f F — ,7d _I7Wi|t
1= ’ 2 = ]
f + (rsi /5000 0'7575at _,7wilt
2 Ro 2
F, =1-000029e, ., ), F, =1-0001298-T,)", f =055 .

Other variables are
a, = Vegetatiomalbedd0.2),
Oy <o = Vegetatiorsaturatedpecifichumidity,

&, . = Vegetatiorsaturatedvapourpressure,
. {3ow m?2; if z, >03
R [a—

100W m?; if z,, < 03
z,, = vegetatiorroughnesgength(m)=h, /10 (0.01< z,, <10),
h, = vegetatiorneight(m),

LAI = Leaf Arealndex,
ry, =50LAIl = minimumstomataresistanc¢s™).

The vegetation (land-use) types used in TAPM asethaon a CSIRO Wildlife and Ecology
Categorisation (Graetz, 1998, personal communiggtiand are listed in Table 1, with

urban/industrial conditions modified as descrihe&eéction 2.6.3.
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Table 1: Vegetation (land-use) heights used in TAPM

Vegetation Types: h, (m)

-1: Permanent snow/ice -

0: Water -

1: Forest — tall dense 42.00
2: Forest — tall mid-dense 36.50
3: Forest — dense 25.00
4: Forest — mid-dense 17.00
5: Forest — sparse (woodland) 12.00
6: Forest — very sparse (woodland) 10.00
7: Forest — low dense 9.00
8: Forest — low mid-dense 7.00
9: Forest — low sparse (woodland) 5.50
10: Shrub-land — tall mid-dense (scrub) 3.00
11: Shrub-land — tall sparse 2.50
12: Shrub-land — tall very sparse 2.00
13: Shrub-land — low mid-dense 1.00
14: Shrub-land — low sparse 0.60
15: Shrub-land — low very sparse 0.50
16: Grassland — sparse hummock 0.50
17: Grassland — very sparse hummock 0.45
18: Grassland — dense tussock 0.75
19: Grassland — mid-dense tussock 0.60
20: Grassland — sparse tussock 0.45
21: Grassland — very sparse tussock 0.40
22 Pasture/herb-field — dense (perennial) 0.60
23: Pasture/herb-field — dense (seasonal) 0.60
24: Pasture/herb-field — mid-dense (perennial) 0.45
25: Pasture/herb-field — mid-dense (seasonal) 0445
26: Pasture/herb-field — sparse 0.3
27: Pasture/herb-field — very sparse 0.30
28: Littoral 2.50

29: Permanent lake -

30: Ephemeral lake (salt) -

31: Urban 10.00
32: Urban (low) 8.00
33: Urban (medium) 12.00
34: Urban (high) 16.00
35: Urban (cbhd) 20.00
36: Industrial (low) 10.00
37: Industrial (medium) 10.00
38: Industrial (high) 10.00

2.6.3 Urban Parameterisation

The generic urban land-use category (31) contaiméite default databases can be thought of
as medium density urban conditions, with paramespexcified in Table 2 based on Oke
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(1988) and Pielke (2002). Other urban/industriadiaise categories listed in Table 2, not
currently in the default databases, can also becwsl through the model user interface
(parameters for categories 32-35 are from McDoRaldtts, 2004, personal communication).

In urban regions the surface temperature and s$pebiimidity are calculated using
To=@Q-0y)Ty +o,T, andq, =(1-0,)q, +0,0,, Whereg, is the fraction of urban

cover, and subscrig denotes urban amgkf denotes the combined soil and foliage values
respectively.

The equations for urban temperatdie and specific humidityg, use a similar approach as

that for soil temperature, except that the surfroperties are those of urban surfaces such as
concrete/asphalt/roofs/etc:

oT, _ 372G, _T74(T, -T,)
ot p,c,d, 24x 3600
qy =0,
where
G, =R} L-a,)+ Ry —&,04T, cosa —H, —AE, +A,
= urbansurfacenheatflux (W m?),

Hy, = p0c, (6, —6,)/r, =urbansensibléheatflux (W m?),
AE, =0 = urbanevaporatieheatflux (W m?),

q _\/kuxz4><3600
; puCu,

A, = urbananthropogeic heatflux (W m?),
&, = 095= urbanemissivity

0, =2300kg m® = urbandensity,

¢, =879Jkg™ K™ = urbanheatcapacity,

a, , k, = urbanalbedaandconductivty.

Table 2: Urban/Industrial land-use characterigti®sd in TAPM.

Land-use Types: g, a, A, Ky, Z,

31: Urban 0.50 0.15 30 4.6 1.0
32: Urban (low) 0.50 0.17 20 1.5 0.4
33: Urban (medium) 0.65 0.15 30 5.0 0.6
34: Urban (high) 0.80 0.13 40 8.0 0.8
35: Urban (cbd) 0.95 0.10 70 10.0 2.0
36: Industrial (low) 0.50 0.15 50 4.6 0.5
37: Industrial (medium) 0.65 0.15 100 4.6 1.0
38: Industrial (high) 0.80 0.15 150 4.6 1.5
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Note that the anthropogenic heat flu&, is)also included in the soil and vegetation swafac
flux equations when the land-use category is urbdunstrial.

Urban surface layer scaling variables are calcdlatgng the same approach as for soil and
vegetation, incorporating the corresponding urtmghness lengtliz,, .)

2.6.4 Surface fluxes and turbulence

Boundary conditions for the turbulent fluxes aréedmined by the modified Monin-Obukhov
surface layer similarity of Luhar (2008, personatenunication)

wul =- @y f g Wi == b b

where

{k,/uf+vf/lM , if z/L<04
u. =

KJuZ+vZ /3, , if 2/L>04

6, =k(@,=6,)/1,, 6.=k(6,-6,)/1,, a =k(q,-q,)/l

il 2 Z o TH % (@) ) _ [ 1+ 40 (2)
Zy 1+ ¢, (z,) 1+ ¢, (2))
Iy = (tan (ﬂw (21)) tan (gn;w (zo))) <O
| 2 - (o a) -, (2) Z; 20
7 b 7 (1-b)
N —a[—j [1—0[—) j with a=38, b=05andc= 03
L L
Iy =1, +]

|[le 2|n{1‘“*(21)Jn‘ <0
1z 1+gl(z)) L

ln(%j—m (2) - (Z)).if 220

20

=y (ku), 1y = oy k), gy =1y, /(ku),
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. -1/4 .
(1—16—j , for—<0
L L

B = c c
- a1£+b1 z_4 ex —dlE +L , fOI‘EZO
L L d, L) d, L
. -1/2 z
L L
@ = ’

15
- [1+§a15j +b, z. 4 exp{—dlzj+%—1 ,forEZO
L L d, L) d, L

with a, =1, b, = 2/3, ¢, =5, d, = 035,

Z_ kzr‘(:ﬁw , and z; = z,/7.4 fromGarratt(1992),
L ug,

andthegradientRichardsomumber R, :E%
whichin thestabldimit givesacritical valueof R . =0.2

The above equations are also modified to includera-plane displacement heigfat;) by
replacing z with z-z, where z; =27z, for each surface (soil, vegetation, urban). These

equations are solved iteratively, with the resivits thatz, / L<1 and 001<u, < 20m s,

Turbulence boundary conditions are specified afiteemodel level using surface and mixed
layer scaling, for the prognostic turbulence eaqurei

3

E=c'?u?+05w? and ¢ = u—*(om —ﬁu*ev* :
kz 6

\

wherew, is the convective velocity scale (M)slefined as

1/3
" :[- gzuﬂwJ |
g

Vv

and z is the convective boundary-layer height (m).

2.7 Initial conditions and boundary conditions

The model is initialised at each grid point withued ofu,,v_,6,.,q, interpolated from the

synoptic analyses. Iso-lines of these variablesocaiented to be parallel to mean sea level
(i.e. cutting into the terrain). Turbulence levete aget to their minimum values as the model
is started at midnight. The Exner pressure funct®oimtiegrated from mean sea level to the
model top to determine the top boundary conditidre Exner pressure and terrain-following
vertical velocity are then diagnosed using equatig®) and (5) respectively. Surface
temperature and moisture are set to the deep shies specified, with surface temperature
adjusted for terrain height using the synoptic éapate. At the model top boundary, all
variables are set at their synoptic values.
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One-way nested lateral boundary conditions are feithie prognostic equations (1), (2), (4),
and (7) using an approach based on Davies (1908)eXample fou, an additional term is
added to the right hand side of equation (1).

du _ (u-u)
gt RHSu) - I:NESTW
whereU is interpolated from the coarse outer grid on®fthe inner grid, and
Fresr = maX(Gx’Gy)
i—1 2
1—('—} ; fori=1...n;

N,

N\ 2
G, = 1—[nX_IJ ; fori=n, —(n, -1),...,n;
nb

0; otherwise.

and similarly forG,, with n, the number of grid points in thedirection, andn, =5 the

number of grid points in from the grid edge ovelichithe solutions are meshed. On the outer
grid, this same nesting procedure is used, butgusime-interpolated synoptic winds,
temperature and moisture. Note that the terraismeothed near the lateral boundaries to
reduce noise created by the boundary conditions.

2.8 Assimilation of wind observations

The method used to optionally assimilate wind oletons is based on the approach of
Stauffer and Seaman (1994), where a nudging teaddsd to the horizontal momentum
equations (fou andv). The equation fou is

nsite

> W, (u, -d,)

ou —

0_ - RH&U) * G - nsite !
2 W,
n=1

where

G = nudgin¢ coefficiert =1/(3At),
At = modelmeteorologcal advectiortimestep,
u, = observed atobservatia siten,
U, = modelu interpolaédto observatia siten,
RZ-D?Z) .
——=|; if D, <R;;
W = Q”(Rﬁ +D? <R

n

0; otherwise.
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Q, = dataqualityindicator{0...1],

R, = radiusof influence(m),

D = (% =%)* +(y; = ¥a)*

(%, y;) = locationof grid point,
(X,,Y,) =locationof observatia site.

Note that observations at any height can be induded the observations can influence a
user-specified number of model levels for each site
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3 Air pollution component

3.1 Eulerian grid module

The Eulerian Grid Module (EGM) consists of nested -paded solutions of the Eulerian
concentration mean and optionally variance equatimpresenting advection, diffusion,
chemical reactions and emissions. Dry and wet dépogprocesses are also included.

3.1.1 Pollutant equations

The prognostic equation for concentratign is similar to that for the potential virtual

temperature and specific humidity variables, arduithes advection, diffusion, and terms to
represent pollutant emissior, and chemical reactionR,

dy 2 o")(j J ax [o"ajo" ——
A=K, A+ | K, A |- Z=Z = WwWxy'J+S. +R 16
dt d([ H/Yd( W( HXW dz da.( /Y) X X ( )
where

—— oy do

wy =-K, 2+ —

XY= %0 &

and with diffusion coefficientX,, = min(10, KX) andK, =25K.

In tracer mode, or for SOn chemistry mode, concentration variang can be computed
using the following prognostic equation:

dy? _ d ax2) @ dx'? (ao—jz ) ax'?
=—|K, Z—|+—| K, ZL—|+|—| —| K, ZL—|+R, —-¢, + 17
dt ax[ oax | ooyl ™ oy 9z) do| ¥ oo VA S (17
with production term

_ _ 2 _ — 2 — 2
2k |[9X 4, OX 90 [Ox 0x00 | [0X00\ | i EGMmode:
Il ox a0 ox dy 0o oy do 0z

— — 2 — — 2 — 2 '
2Ck(LPM)K a_)(+a_)(a_a + 0_)(+0_)(6_0 + a—Xa—J , if )_(In LPM mode;
0x 00 0X oy 0d0 dy 00 0z

concentration variance dissipation rate

12

2 &
:——X ,

c, E

€x

the emission source term

s, =2l E(F)MSX,

and with the emission concentration fluctuatioemsity set tol . = 0.5or all sources.

The constant, =16 is based on that used by Rodi (1985), wkijlg.,,, = 0.3 represents the
scalar diffusivity coefficient when LPM mean contation is used. Ideally, concentration

© CSIRO 2008 24



variance should be calculated using a Lagrangigoroagh when in LPM mode, but
nevertheless, results from the current approach good near-source concentration variance

for point sources in LPM mode. The concentratioriavme)? is initially set to zero and
uses zero gradient boundary conditions on all grids

The calculation of peak-to-mean concentration régomed when pollution is post-processed.
The maximum hourly-averaged concentration is enddno obtain peak concentration
estimates for 10-minute, 3-minute, 1-minute andedesd averaging periods. Peak
concentrations are calculated using the commongyl ywer-law relationship, but with an
exponent that depends on concentration fluctuatitensity | . (derived from the mean and

variance of the concentration output from the mpdel

3600) min(o.1+ 02513 ,o.4)
t

Cax (1) = Cyax (3600(

with t the averaging period (s), and

— 1/2
| :[X_}
C —2 .
X

Note that the peak-to-mean approach is only validdng time-series, and is typically used
for results from annual model runs.

3.1.2 Chemistry and Aerosols

The model can be run in either tracer mode, cheynimbde, or dust mode. In tracer mode,
the only chemical reaction is an optional exporsrdecayr, = —Kg.,Y, where the decay

rate Kg..,, IS @ model input. In chemistry mode, gas-phasequhemistry is based on the

semi-empirical mechanism called the Generic Reac@iet (GRS) of Azzi et al. (1992), with
the hydrogen peroxide modification of Venkatranmakt(1997). We have also included gas-
and aqueous-phase reactions of sulfur dioxide anticfes, with the aqueous-phase reactions
based on Seinfeld and Pandis (1998). In dust mmaoljtant concentration is calculated for
four particle size ranges: BN PMy, PMy and PM, The emissions, background
concentrations and output concentrations are reteYar these four categories, while
calculations in the model are actually done for ,BMPM;o, PMio.20 and PMg.36 This
categorisation allows representative particle stbebe used to account for particle settling
and dry/wet deposition. Exponential decay of pletiés also allowed, as is available in tracer
mode, but there are no chemical transformationmdicle growth processes included.

In chemistry mode, there are ten reactions fotdlim species: smog reactivity sy, the
radical pool (RP), hydrogen peroxide »(B3), nitric oxide (NO), nitrogen dioxide (NQ
ozone (Q), sulfur dioxide (S@), stable non-gaseous organic carbon (SNGOC), establ
gaseous nitrogen products (SGN), stable non-gasatogen products (SNGN), stable non-
gaseous sulfur products (SNGS), plus Airborne aete Matter (APM) and Fine Particulate
Matter (FPM) that include secondary particulate cemtrations consisting of (SNGOC),
(SNGN), and (SNGS).
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The reactions are

Reactions Reaction Rates
Rimog t IV = RP+ Ryt 77 SNGOC | R = K[ Rl
RP+ NO- NQ R, = k[ RA[ N®
NO, + hv ~ NO+ Q R, = k[NQ]
NO+0Q, ~ NQ R, = k[NQ[ O
RP+ RP- RPra H O R, = k[ RA[ RP
RP+ NG - SGN Rs = k[ RA[ NQ
RP+ NQ - SNGN R, = k,[ RAl NQ
RP+ SQ - SNGS R, = k[ RA[ SQ
H,0, + SO, ~ SNGS R, = k[ H,0][ SO
O, +S0, ~ SNGS R, = ko[ OJ[ ST

where ] denotes concentration of speci@sand hv denotes photo-synthetically active
radiation.

Yield coefficients are

a= ma>{ 003 exp{ 00261 [Runco] D

n =01

and reaction rate coefficients are
k, =k, f,

k, =3580/(60T),

k, = 0.000B.TSR/60,

k, =(924/60T)exp(-1450/T),

ks = @0/60),
k, = (012/60),
k7 = k61
ke = (0.003/60),
745x10°[H "]a ]
k9: 1+13:H+] lKH_S(IV)KH—HzozLERErlj'Ogi

ko = (24%x10°a, + 37x10°a, +15%x10°a,)K,, g, Ky o LIRT 107,

with
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[H*]=10""",
KHl_SQ - KHZ_SQ
O [H+] 1 2 1 [H +]

I<H0 S
_ MHoso o _
ay=——""2,0,=0Q

KH_S(IV)

K K
KH_S(IV):KHO_SOZ[1+ [T_T_»,S]OZ (1"' [Tj_»fs]ozj]’
1 1
Ko so 124exp( 3120 TD

K1 sq = 129%10° exp{ 208 1 1}}

2098 T

1 1
Kha sq = 6.014x10° ex;{ 112 298 TD

K wo, —71x104ex;{ 725 2;8 iD

Ky —94><10' expg — 252 1 1
298 T

@l K, < (LRT)™Y),
where APM and FPM are in pginall other species are in units of ppb, the raiefficients
k,,k, are in 8 and k,, k,, k;, ks, k., k,, k, k, are in ppb s*, temperaturd is in K, the total

solar radiatioriTSRis in W ni?, R is the gas constant (0.082) in atnt M™%, L is the volume
based liquid water fraction related to the liquidter specific humidity by- =q, o/ g, .

et

4,23+ 109/ cosZ ; if xZ< 47
0=:582 ifi7<Z< 64
-0997+ 14 - cosZ); if 6&Z< 90

andZ is the zenith angle in degrees.

The yield factorr, the reaction raté,, and the secondary formation of APM and FPM by

the various processes, are in a preliminary forat tieeds to be verified against appropriate
data.

The concept of using Koy rather than Volatile Organic Compounds (VOCs)ha teaction
equations follows from the work of Johnson (1984)e concentration of fq4is defined as a
reactivity coefficient multiplied by VOC concentiat. For example, Johnson (1984) used
[Rsmod = 0.0067[VOC] for typical 1980s Australian urbair dominated by motor vehicles.
Empirically determined reactivity coefficients fordividual VOC species are available from
smog chamber experiments, while numerically deteechireactivity coefficients have been
calculated by comparison of the GRS mechanism witiie complex mechanisms (Cope,
1999, personal communication).
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Table 3 : Characteristics of the CBIV lumped VO@aEps needed for the GRS mechanism
(Cope, 1999, personal communication).

CBIV Lumped VOC Carbon Molecular CBIV
Speciesi Number Weight Reactivity
(cN) (Mw) (a) (ppb
ppbC’)
(URBAN)
Formaldehyde (FORM) (Ci9) 1 30 0.0174
Higher Aldehydes (ALD2) (gH40) 2 44 -0.00081
Ethene (ETH) (H.) 2 28 0.0153
Alkenes (Olefins) (OLE) (gHa) 2 28 0.0127
Alkanes (Paraffins) (PAR) (CHi 1 14 0.00095
Toluene (TOL) (GHs) 7 92 0.0049
Xylene (XYL) (CgHi0) 8 106 0.0145
Isoprene (ISOP) (&s) 5 68 0.0092

Emissions from VOC sources usually consist of nibas one type of VOC, necessitating the
Rsmog€Mmission rate to be calculated in the following/wa

14CN.
QRsmog = ZI: MW

whereQ; is the emission rate (§'sfor each VOCa is its reactivity CN is its carbon number
and MW is its molecular weight. An alternative (and mgmecise) approach is to use a
standard reactivity coefficient for a standard V@@&ture (for exampl&rsmog= 0.006 Qvoc)
with perturbations about this standard accounteduging the individual species reactivity
coefficients (M. Cope, 1999, personal communicati®@ample perturbation coefficients for
the Carbon Bond IV (CBIV) and the updated Carbomddv (CBIV_99) mechanisms are
summarised in Tables 3 and 4 respectively. Morailden the perturbation coefficients
summarised in Table 4 are given in Hurley et aD0G).

aqQ,

Table 4 : Characteristics of the CBIV_99 lumped VQ@ecies needed for the GRS
mechanism (Cope, 2003, personal communication).

CBIV Lumped VOC Carbon Molecular CBIV_99 CBIV_99
Speciesi Number Weight Reactivity Reactivity

(cN) (Mw) (a) (ppb (a) (ppb

ppbCY) ppbCY)

(URBAN) (RURAL)

Formaldehyde (FORM) (Ci9) 1 30 0.0350 0.0350
Higher Aldehydes (ALD2) (gH40) 2 44 0.0100 0.0150
Ethene (ETH) (GH.) 2 28 0.0070 0.0140
Alkenes (Olefins) (OLE) (gH,) 2 28 0.0080 0.0180
Alkanes (Paraffins) (PAR) (CH 1 14 0.0000 0.0005
Toluene (TOL) (GHs) 7 92 0.0008 0.0016
Xylene (XYL) (CgH10) 8 106 0.0080 0.0140
Isoprene (ISOP) (&1s) 5 68 0.0090 0.0300
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If we define[NO, ]=[NQO] +[NO, ] and [SR,]=[0O,] +[NO, ] (analogous to the definition

of smog produced by Johnson, 1984, but withouuidg SGN and SNGN), we do not need
the differential equations for NO ands.Orhe resulting reaction terms for the prognostic
equation (11) for the nine pollutants APM, FPM,>2SR0«, Rsmog SR, NO,, RP, and KO,
are

Rapm; = Fen2/TR + Funos Ry + FH2$O4(R8 +Ry + R10)
Reemy = FenIR + 05F yosR; + Fy 2504(R8 +Ry + RlO)

RISQ] :_RB_RQ_RIO
Rnog =R - Ry
RReg =0

Rsg1 =R ~Re =R =Ry

R{NOZ] =R,-R+R,-R - R,

R{RP] =R -R-R-R-R-R

R{HZOZ] =aR - R,

where F o = 26, F, .50, = 40, F.,,, = 057 are approximate factors to convert the stable
non-gaseous compounds to APM in pg at NTP.

The potentially fast reactions in the reduced syséee for SQ, NO,, RP, and HO,. This
implies that a small explicit timestep is necesséyt this restriction can be overcome by
using a simple implicit solution procedure desdalib@ter. This approach then allows large
numerical time-steps to be used, provided the pithefliquid water present is below about
5.5 (so that the reaction betweep &d SQ to produce SNGSR;o) does not dominate the
agueous phase reactions). Note that the defautifgbk liquid water present in the model is
4.5, which is typical of Australian conditions.

3.1.3 Deposition and Particle Settling

The dry deposition formulation for gaseous polltédollows that of Physick (1994) in which
all scalars behave like heat in terms of roughhesgth and stability function. Knowing the
resistance functions for heat transfgr andr,,, (Section 2.6.4), and the stomatal resistance

rs (Section 2.6.2), the surface flux for variabte is written asw')("O =-X,V,, where the

pollutant deposition velocity isV, = (raero + rsurface)_l, the aerodynamic resistance is
oo = Moy + o SE'°, the surface resistanag, ... depends on the surface type, @dis the

aero

Schmidt Number (the ratio of the molecular diffuses for water vapour and pollutant
concentration).

aflg + O (1_13) + (1_0f)

lero T 1 laero TTsSC T T

For a land surfacé/, =

aero water aero aero soil
1
and for a water surfac¥, =
raero + rwater

Non-zero deposition velocities are used for theegas pollutants N& NO, G, SG and
H.O,, with resistance values based on information irsM§e(1989) and Harley et al. (1993)
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=150Qr,,, =500, Sc=/46/18,

NOQ: r.Water
NO: r,,, =1000Qr,,, =1000Q Sc=+/30/18;

O3 [l =200Qr,, =400 Sc=+48/18;
SO I = 0,1, =100Q Sc=+/64/18;
H2O2: e = 0,7 =100, Sc=+/34/18.

water

The method for calculating the dry deposition vlofor aerosols is based on the approach
of Seinfeld and Pandis (1998). The deposition vgtocis calculated using

1 . .
V, = +Vg, where the resistance functions for heat transfgerandr,,,
raH + r.bH + raH rbHVS
and the particle settling velocityg are known, and the surface (water, soil, stomatal)

resistance is assumed to be zero.

The quasi-laminar resistaneg, accounts for Schmidt numbeBd and Stokes numbe6&{
dependence as follows:

1
low = U. (Sc—z/s +10—3/St)
with
Sc=v/D,

v =158x10° m? s,

100x107% m? s™ for PM,q 4,
190x10™ m® s™ for PM,,,,
610x10™* m?s™ for PM,, or APM,
274x10™ m? s™ for PM, , or FPM,

D = diffusivity of species

and

2
St= VUi ,
gV
V — gCCpPDg
S 18u
with

g =981ms?, p, =1000kgm>, 4 =18x10"°kgm™s™,

101for PM, 4,
101for PM, 5,
105for PM,, or APM,
116for PM, . or FPM.

C. =
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25umfor PM,, 5,
15umfor PM, 0,
4umfor PM,, or APM,
1umfor PM,, or FPM.

D, = representive particleaerodynanudiameter=

For aerosol concentrations such as FPM and APMhamistry mode or for P, PMg,
PMso-20 and PMg.30 in dust mode, particle settling in EGM mode isfpened using an extra
vertical advection term in the prognostic equatiforseach species, with downward velocity
V, (scaled to be in the terrain-following coordinaystem).

Wet deposition in chemistry or dust mode is impairtanly for highly soluble gases and
aerosols. For the pollutants considered in thisehdte only ones removed by wet processes
are SQ, and HO,, FPM (PMz5s), APM (PMyg), PMy, and PMo.

For the gases Sand HO,, the amount of each pollutant dissolved in tha-kaater fraction
of the liquid water is computed for pollutak as [AL = (LRTK, A)[A, where
L, =ggro/ p,, is the liquid rain-water volume fractioR is the gas constant (0.082) in
atm M* K, T is temperature in KKy 4 is the effective Henry's Law coefficient fé; and

concentrations are in pppA]; is then vertically advected at the speed of tHméarain (V7),
to give [Al new - The new value A is then Ay, = [Al- [Alg*+[ A g ney-

For aerosols, the same approach is used as forgéses, except that we assume
Ku a = Ky wax = (L;RT)™ (i.e. that all particles are dissolved in the ke water), with

the total liquid water volume fractiob, = (q. + qg)o/ Oy

In tracer mode, a number of species with non-zeqmosition characteristics can be selected
individually for each tracer, with dry depositioharacteristics:

SOy [, = 0,r,, =100Q Sc=+/64/18;
HF:  r,.. =0r,, =100 Sc=+/20/18.

Both of these species are assumed to be readdgldesi in water, and so totally removed by
wet deposition. This assumption for sulfur dioxidelifferent to that used in chemistry mode,
as other species needed to calculate the amowstlekgl in the available liquid water (e.g.
hydrogen peroxide and ozone) are not availableacet mode.

3.1.4 Emission correction factors

A range of pollutant emissions types can be usethbymodel. They include point sources,

line sources, area sources and gridded surfaceeufrAPM expects the seven optional

gridded surface emission files to be in the follogvforms

» Gridded Surface Emissions (GSE), independent oéanetogy;

« Biogenic Surface Emissions (BSE), Bbge= 30°C, PAR= 1000 pmol i s* for VOC,
and afTse = 30°C for NOx;

* Wood Heater Emissions (WHE), Bireen24= 10°C for all pollutant species;

* Vehicle Petrol eXhaust emissions (VPX)Tadeen= 25°C for VOC, NG, and CO;

* Vehicle Diesel eXhaust emissions (VDX), independsdmheteorology;

* Vehicle Lpg eXhaust emissions (VLX), Bireen= 25°C for VOC, NG and CO;

* Vehicle Petrol eVaporative emissions (VPV)Tateen= 25°C for VOC,;
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where Tyeqeis the vegetation temperatureCy, Tsoi is the soil temperaturé@), PAR is the
photo-synthetically active radiation (Lmol’ns®), Tscreen24iS @ running 24-hour screen-level
temperature °C), and TscreeniS the screen-level temperatur®gC). The model adjusts the
emissions throughout a simulation, according talioted temperature and PAR.

The biogenic temperature and radiation correctamesfrom Guenther et al. (1993) for VOC

and from Williams et al. (1992) for NO The wood heater and vehicle temperature
corrections used in the model are based on cutyeeidata described by Ng et al. (2000),
which for vehicle emissions are based on the USaing®dBILES.

The temperature and radiation corrections for BERE\emissions are

ox p(gsoocﬁ - 303.15))

C = 30315RT
T L+ ex F{ 23000qT —314))'
VOC: 30315RT
_ 1.0660.0027PAR)
Coar = 2’
J1+(0.0027PAR)
with

T =T, + 27315
R=8.314JK ™ mol™,

PAR= 418[{055[TSR in pmolm™s?,

TSR-= totalsolarradiation(W m™2).

The temperature correction for BSE N@missions is
NOx, NO;:  C; =exp0.074T -30315)),

with T =T, +27315.

soil

The temperature correction for WHE emissions fbpallutant species is
C - ma><(0 2-0. 1Tscree|’24)

The temperature corrections for VPX and VLX emissiare

1 003( screen_ 25 If Tscreen 250C
VOC: C; = ;
1 O'OZ(Tscreen_ 25 If Tscreen - 25°C
1 0 0123 screen 23’ If Tscreen< 250C
NOX: C; : ;
1-0.0028T, e, — 29), if Tyyeen= 25°C
1 002(Tscreen 25) If Tscreen < 250C
CO: C; = :
004( screen 5) If Tscreen - 250C

The temperature correction for VPV emissions is

ma><(001,1+ 005(m|n( screen’41) )) if Tscreen< 27rC

VOC CT {ma>((001’1+ qumln( screen’41) ))’ If Tscreen— 27OC
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3.2 Lagrangian particle module

The Lagrangian Particle Module (LPM) can be usedheninner-most nest for selected point
sources to allow a more detailed account of nearesoeffects, including gradual plume rise
and near-source dispersiofhe LPM uses a PARTPUFF approach as described IoheyHu
(1994), whereby mass is represented as a puffeimdhizontal direction, and as a patrticle in
the vertical direction. This configuration has beesed successfully in the Lagrangian
Atmospheric Dispersion Model (LADM, Physick et dl994). Chemistry is accounted for in
a straightforward coupled manner with the EGM, with having to convert secondary
pollutant concentration back to particle mass. Teidone by tracking primary emissions for
a particular source with the LPM and accounting reactions using the EGM (see later).
Deposition processes are neglected in the LPM. Qdactcles have travelled for a certain
length of time (model input), the particle is nonder tracked and its mass is converted to
concentration and put onto the EGM grid.

3.2.1 Pollutant equations

In the horizontal directions, particle positionupdated through advection by the ambient
wind, with diffusion accounted for through a pufidth relation based on statistical diffusion
theory

do?’
—r :2(aj+afp | 1-ex -1
dt T

where

o;,0;, aretheambientandplumerisehorizontalvelocityvariancesespectivey,
ol = min(0.04, E —%W),

o, isspecifiedn Section3.3,

2

20, . . . I
T, = c L is theambienthorizontalLagrangiartimescale
£
0

andC, = 30.

In the vertical direction, particle position is @teld using
daparticle

dt
where

:d+ﬁ+d@

o is theparticlepositionin terrainfollowing coordinats,

particle
o is themeanambient vetical velocity,
o' is theperturbaton of verticalvelocityduetoambient tubulence,

0, is theperturbatonof verticalvelocitydueto plumeriseeffects.

Perfect reflection of particle vertical positiondavelocity is used at the ground.

The perturbation of vertical velocity due to amlbig¢arbulence is determined from the
solution of a Langevin equation using a non-statigrturbulence extension of the approach
of Franzese et al. (1999)
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o ,00
o' =w—,
0z

dw' =(a, +a,w' +a,w'?)dt + b,¢,

where & is a random number from a Gaussian distributiaih wiean zero and variance one,
and

b, =+/C,édt,

WNER W NEN W WE A2
1f ow +c')vv’ _we 0 +6W' ¢, _W,ZOV\/
3| ot 0z w2l ot z 0z

a, = —F :
E— 2
4 _ _ 2
w -1 (VT)
2 i3 -
S L[ OWE LW e owta, |
w2l ot 0z
w2 —
= -w'?a
8 37 2

Higher-order moments of the vertical velocity distition w? andw* are determined from
the vertical velocity variance using

w? = oglmaxo.w? —w? ),

w* = 3slw?f,
in the convective boundary layer, and Gaussianegtlsewhere

w2 = 00,

w* = 30lw?[,

The subscript 1 here refers to the value of thigsabée at the first model level (10 m). This
parameterisation produces a skewness of zero abdltem and top of the convective
boundary layer, and a peak value of about 0.6 withis layer. These parameterisations agree
with measurements in the convective boundary lagatiscussed by Luhar et al. (1996).

The perturbation of vertical velocity due to plumge effects is determined using a random
walk approach

o 0
0= o, +£0,,)22

where é is a random number from a Gaussian distributiaih wiean zero and variance one,
and plume rise variables, ando,,, are defined in Section 3.3.

In order to calculate total pollutant concentratfonuse in chemistry calculations and time-
averaging, particles are converted to concentragibgrid points of the EGM using the
equation for the concentration increment of a pkertat a grid point
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Am r?
Ay=———exp-——=|
2m.o,Az 20,
where
Amis theparticlemass,

o, is thestandardieviationof horizontalpuff width,

Azis theverticalgrid spacing,
r is thehorizontaldistancdrom theparticleposition b thegrid point.

3.2.2 Chemistry

In tracer mode, optional chemical decay of a paldic pollutant is represented by
exponentially decaying particle mass. In chemistode, pollutant emissions are converted to
particle mass on release from the source, anddstorehe variables APM, FPM, SONOx,
Rsmog SR« and NQ. Chemistry is accounted for in these variablestiy EGM. This
approach allows the dispersion of the primary eimissof the above variables to be handled
with the LPM, and avoids any dependence of the IdAMhe EGM.

The diagnostic solution for the total concentrai®then
[APM] =[APM] oy *[APM]ccn s
[FPM] =[FPM] oy +[FPM]cu

[SC]=[SC]pm +[SQ]eem:

[NO,]=[NOy] py +[NOylecu:

[Rsmog] = [Rsmog] LPM +[R5mog] EGM !

[SR]1=[SB]ipm +[SRJeem>

[NO,] =[NG,] o +[NO,]egy

[RP] =[RPlcu

[H,0,] =[H,0;]ecm-

3.3 Plumerise module

The equations for mean plume rise of a point so@méssion are based on a simplified
version of the model of Glendening et al. (1984)

< = 2R(aw? + pu,w, )
(:i_f - _%(Mwelﬁ Ua +Wp)’
M _

dat
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G, F,M = plumevolume buoyancyandmomentunflux respectivly,
R = plumeradius(top- hatcross- section),

u,v,w = cartesiarx, y, zcomponentsf velocityrespectivly,

T = temperatug,

s = ambientbuoyancyrequency,
subscripta refersto ambient vaables subscriptp refersto plumevariables
a = 0.1, § = 0.6,areverticalplumeandbent- overplumeentrainmehconstantsespectivly,

M- = 55,0 = gravitatimalconstan(9.8ms™).

Initial conditions for these equations are
Go :%WSRSZ’ Fo = NEgWst(l_%)’ Mo :%Wsstzi Ro = Rsﬂ\/%’

where N is the user-specified buoyancy enhancement fgetgr, see Manins et al., 1992,
for parameterisations ofN. to handle overlapping plumes from multiple stackashd

subscripts representing stack exit conditions. Stack heigladjusted for stack-tip downwash
following Briggs (1973), but with the restrictiohdt this equation is not used for squat stacks
(Hibberd, 2006, personal communication)

. {hs - 4R max{015-%) if h, >10R,
sd .

h., otherwise

S
Plume rise is terminated when the plume dissipatib® decreases to ambient levels.

Tests of these equations against both the full @daimg and the Briggs (1975) form of the
plume rise equations showed that the above appmashust as good as the full Glendening
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form for all conditions. It also collapses to thedggs form for a bent-over Boussinesq plume,
and to the Briggs vertical plume model equationszéyo ambient wind. For very hot plumes
in a bent-over plume situation, the Briggs form wasy close to our form, even though the
Boussinesq approximation was not strictly validisTfinding is probably due to the rapid

decrease of plume temperature excess with travel ti

In the EGM, plume rise for a point source is acdednfor by releasing pollutants at the
effective source height as calculated by the alsoystions, with a plume depth that assumes
a 2:1 horizontal to vertical plume shape, and thatplume radius for concentration is two-
thirds that of the visual radil® above. Pollutant emissions are then distributatbunly to

grid points within the plume depth at the nearesidontal grid point (assuming plume width
is always sub-grid scale).

In the LPM, a gradual plume rise approach is usidl asrandom component that depends on
the standard deviation of the vertical velocity doeplume rise effects, and an enhanced
horizontal spread. The standard deviations of vgl@ssume a slightly simplified form of the
above equation forG, a 2:1 horizontal to vertical plume shape, a plumadius for
concentration of two-thirds the visual radiRs and a standard deviation half that of the
radius. This results in the equations

2
_aw, + JETRUA

LN

o , ando,, =20

wp *

3.4 Building wake module

The effect of building wakes on plume rise and dispn is based on the Plume Rise Model
Enhancements (PRIME) approach of Schulman et 8002 The PRIME model uses an
along-wind coordinate system, and so first eaclidimg is transformed to be in this system.
Effective building dimensions and cavity and wakenehsions are then calculated for each
building and are then used to determine the comdbimake meteorology and turbulence.
Plume rise is affected by the modified meteorolagg turbulence for point sources in both
EGM and LPM modes, while dispersion is influencedydor plumes in LPM mode. LPM
calculations are done for both the cavity and wagtons, rather than specifying a uniform
concentration in the cavity as is done in PRIME.

3.4.1 Transformation to along-wind coordinate system

Using the local horizontal wind components ¥) in a Cartesian coordinate system, a point
(x,y) can be rotated to be in an along-wind coordinggstem  ,y') by using the

transformation
x'=(xu-yv)/U andy'=(yu-xv)/U , withU =+u?+v? .

The horizontal coordinates of the building cornare converted to be in the along-wind
coordinate system, using the above transformafiben, after calculating the minimum and
maximum corner point coordinate components, theecéffe building dimensions are
calculated as length = x/,, — x,,, and widthW =y, -y, ... We then define the origin for

this building at the centre of the upwind facet building(x), v5) = (X, » 2(Yain + Yiad))-
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3.4.2 Building wake dimensions

Given an effective building lengtiv), width (W) and heightKl) in an along-wind coordinate
system X, y, 2 (m) with origin at the centre of the up-wind fagfthe building, a diffusion
length scaleR) is

R=B2"°B!?, with B, = min(H,W) and B, = min(8B,, max{H,W)).
The maximum height of the cavity (recirculation eprs then

H,if L>09R (reattachrent)
R |H + 022R, otherwise

and the length of the cavity from the lee-facehef building is
1.8W

faam( ) oot

The cavity height is

R

H, ifO<x<L
x-L)) . ,if L>09R
Hi1- , fL<x<L+Lg
R
Hc(x): - 2(y —
i, + A 0'522(H He) it < x< 05R
,  \05 , otherwise
Hgl1- (x-05R) |, ifOBR<x<L+L,
(L+L, - 05R)
and the cavity width is
_ 2
W+B——(X R , If0<x<R
2 3 3R

We (x) =

5 :
WLR) o[ X=R Jif R<x<L+L,
2 3 L+L,

The wake height is

WRSENE

and the wake width is

WW(X)_%+§(R]
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3.4.3 Building wake meteorology and turbulence

The meteorology and turbulence characteristicsriest below are used in the calculation of
concentration in the following Sections.

Streamline slope over a building is calculatedlamg-wind coordinates as

0, if x<-R
FZZ(HR;{?)(XJ'R), if -R<x<0
(j—zj (x)= FZ4(HR_T)(R_2X), if 0< x< 05R
X wake R

F,(Hy -H)R-2X)( z
(L+L, - O5R)’ [ﬁ

F(Hy-H)R-2(L+ LR))[EJQB(L+ Lo

(L+Lg - 05R)? H X

03
j , FOSR<s x<L+L,

j, if x>L+Lg

with F, =1if z<H,andifz>H then
1 if x<-R

z

(ﬂj, if xR
Z

The horizontal wind speed factBy and the turbulence intensitigsandi, are calculated as
follows.

3
F = (ﬂj ,if ~R< x< O5R.

If x<L+L; andz<Hg,

F, = Fc,

Fo = 01— 0w
””{ " o.s(Hc+HW)J’
iz:izc/(l_AU_U)’

i, = O.5max(0.3, min(% 3))

otherwise ifz< H,,

F, = F +(1- FC)—(F(|ZW_—HHC();)’

F, 2 H
F.=may 011-—> Y% % |
05(H. +H,,)
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X 2/3
(—] , ifO<x<L
L

2/3 !
T
X_

with &4 =07, i, = 065andi,, = 006

zc

Note that we have parameterised cavity turbuleaoe, do not assume a uniform cavity
concentration as is done in PRIME. Note also thaktencalculations are done onlyxf< 15R

and|y| < 05W,, .

3.4.4 Treatment of multiple building blocks

If we define a building block as having a constaetght H, then we can use the above
procedure to define wake characteristics for eagdhting block. The effects of overlapping
wakes from multiple building blocks, whether frommet same multi-level or multi-tiered
physical building, or from multiple physical buildjs, can be treated by combining the
meteorology and turbulence. For a particular ponspace, the combined (for all building
blocks)

» streamline slope can be calculated by first catmdathe maximum slope and the
minimum slope, and then if the absolute value @f taximum is greater than the
absolute value of the minimum, then use the maxinuaiue, otherwise use the
minimum value;

* horizontal wind speed factor is the minimum value;

» turbulence intensity is the maximum value.

The combined effects can then be used for the legicn of plume rise and dispersion — the
above approach attempts to be conservative for ctege ground-level pollution
concentration.

3.4.5 Wake effects on plume rise

For the calculation of plume rise (Section 3.3) tmorizontal wind and the differential
equations foG andz, are adjusted as follows

u=u,F,, v=v,F, and therld =yu® +v?*,

96 _ 90 e )
dt dt|,,'V 2
+U(d—zj .

old dX wake

dzp _ dzp

dt dt
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3.4.6 Wake effects on LPM dispersion

For LPM dispersion, the mean wind is modified

u=uy,F,, v=v,,F, andtherl = \/m, andw=w,, +U(%] ,
X wake

while the horizontal plume spread incorporates xmaeterm usingo, =Ui, and the LPM
random-walk equation also includes a contributimmf o, = Ui, .

3.4.7 Wake effects on EGM dispersion

The influence of building wakes on dispersion inNE@ode allows them to be included not

only for point sources, but also for line, arealvoé and gridded emission sources. The
approach taken is to modify the mean and turbuldietéds from those predicted with the

meteorological module, by using the same correstifam building wake meteorology and

turbulence as above, based on the PRIME paransdteris.

For EGM dispersion, the mean wind is modified

U=uyFy, v=v,4F, and therl :\/m, andw =w,, +U($j ,
dX wake

while the turbulence is modified

E= EoId + Ewake
&= gold + gwake
with
Ewake = 0-3 +%Uv2v = (le)2 +%(Uiz)2
gwake = Crim %
H

w

Note that here the value ¢, is the maximum of the building wake heights atastipular

point, when there are multiple buildings. The difan coefficient is calculated usirg and
& above, using the standard definition.
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4 Numerical methods

The flow chart in Figure 1 illustrates the ordercafculations in the model. The model uses a
large timestep of 300s on which radiation and axef processes are calculated.
Meteorological and turbulence equations are solvedth a timestep of

At,, :ﬁmin(AxM,AyM), where Uy Is a characteristic tropospheric wind speed

(Un =40 m § is the model default), andx,, and Ay,, are the horizontal grid spacings in

metres on the meteorological grid. A cap on theeoriogical advection and diffusion
timestep is set at 150 s to aid stability for larggeid spacing. Pollution concentration
equations for the EGM are solved with a timestep /f :ﬁmin(AxP,AyP), where

Up = 0.8Jm, and Ax, and Ay, are the horizontal grid spacings in metres onpbkution
grid. The pollution grid can be a subset of theeuoatlogical grid at finer grid spacing.

Model equations are solved using finite differemoethods with no grid stagger, a constant
grid spacing in the horizontal directions, and dalde grid spacing in the vertical direction.
Second-order centred spatial differencing is usEdgxample

99 :i( ~a.)
d(i ZAX ¢)|+1 ¢)|—1 1

d—‘”‘ = (G- 0),
]

&l 20y
St mal o e (G52 )
2K %) = g (K K =)=, KN )
6% =g e+ Do)l .o 01,

J ( o‘wj 1 (KWKKJ Ky +Kiy

—|K—=| = (¢L+ —%)‘ — ((4(‘%-) .
do\ do), (a-k+1_0-k—1)£ O ~ 0y ' Oy =0 '
4,1 Horizontal advection

Horizontal advection for all prognostic variables dalculated with timestepAt,, orAt,
using the semi-Lagrangian technique of McGregor98)9with the quasi-monotone
conversion of Bermejo and Staniforth (1992). ®g(At)?), the departure poir(L j) in grid
units can be determined for horizontal grid pdin§) from

n+1/2

i =i_u.nf1/2§+(At)2 U@'FV@
’ oA 2ax K oy

i

n+1/2

I n+1/2£ (At)z @ @
=1V + u—+v
oAy 2ay kg

i
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with u™¥2=15u" - Q54" or u™" = fu™ +(@1- )y and similarly forv, for the
1) qu ) 1) q )

)
meteorological and concentration variables respelsti(f accounts for fractional timesteps).
Each prognostic variable can then be determinerh fgd* = ¢f', using Lagrange cubic

polynomial interpolation separately in each cocatindirection.
Defining i =int(i.) and x. =i. —i, then
g =—ix(x -1)(x - 2)¢, +1(x2 -1)(x -2)g"
~1x (x +1)(x -2, +2x (-1,
subject tomin(qu",qq’llj )s ¢ < max@', g, )-
Similarly,if j =int(j.) and y. = j. — ], then
a, ==2y.(v. ~Dy. -2 +3(v2 -1y, -2)af,
3y (y + 2y, ~ 2 + 2y (v -2
subject tomin(qq[‘j ,¢),f‘j+l)s @, <max@;.g.)-

4.2 Vertical advection

Vertical advection for all prognostic variables egt 8,, is calculated with timesteps
At,, orAt, using the semi-Lagrangian technique of McGregd®98) with the quasi-

monotone conversion of Bermejo and Staniforth (1992 O((At)?), the departure point can
be determined from

n+1/2

0. =0, -0y AL+ (At)Z(U'Z—ZJ

k

with o""? =1507 - 050" or o' = fo™ + (- f)o;, for the meteorological and
concentration variables respectively accounts for fractional timesteps). Each progoosti
variable can then be determined fragii* = ¢f' (wherek denotes the nearest model level to

o. that satisfieso, <0.), using Lagrange cubic polynomial interpolation (witjuasi-
monotone conversion)

a0 =[ 2 J( 0. -0, J( O, -0y, jﬂ?
= -1
Oa =0 NOya =0y N\ Oyq —0yss
[0 I 0.-0,., I g, = Oy, j .
O =0y \Oy =0,y \ O — 0y,
o.-o. | o-0, | 0 -0,
(grm ) mon [ o)y,
Uk+l Uk—l 0k+l Uk Uk+l Uk+2
o. -0, | -0 \ 0.0,
ak+2 Uk—l Jk+2 ak ak+2 Jk+l

subject tcmin(q”,m;‘ﬂ)s @ <max@, @)
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Start Nesting Loop

Initialisation

Start Main Time Loop4t = 300 s)

Update Surface Temperature, Surface Fluxes and fiadia

Start Meteorological Time Loo@\{y)

Semi-Lagrangian Advection

Update Microphysics

Start Gravity Wave Time Loof\g)

Update Velocity, Potential Virtual Temperature

and Hydrostatic Exner Pressure Func

End Gravity Wave Time Loop

Update Non-Hydrostatic Exner Pressure Function

Update Specific Humidities of Water Vapour, Cloud
Water and Rain Water

Update Turbulence Kinetic Energy, Eddy
Dissipation Rate and Eddy Diffusivity

End Meteorological Time Loop

Interpolation of Meteorological Variables to thellBton Grid

Plume Rise Module and Building Wake Module

Lagrangian Particle Module (LPM)

Start Pollution (EGM) Time Loop\tr)

Semi-Lagrangian Advection

Update Pollutant Concentrations

End Pollution Time Loop

End Main Time Loop

Output

End Nesting Loop

Figure 1. Flow chart of TAPM.
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4.3 Gravity waves

The equations for the meteorological variables, o, 8,,andn,, are solved by using a time-

split approach where gravity wave terms are sepdrimom the others and solved on a small
timestepAt, = ¢-min(Ax,, ,Ay,, ) , whereUg = 160 m &

A o"nH
—_— = - +
I R
N o"n
_ = —9 H + ,
I Y R,
do _ (du o’\/ o" o Vo"za
do X oy " G0k dody’
06 65
vV = v +
ot Ro,:

o, __9g (aaj
oo 6,\az)
with R,, R, andR (updated on the timesteft,, )

_Qd_a'l o _y\_pg [P  Omy do
Ru—go.k[o.,zj FEV-v,) - N, (u-u,) ev[ j

oX oo oX
oo o, Om, do
=g—|——| —fu-uy)—-Ngv-v)-6
R =0%2( %] - tumu)-fr-v)-0 T+ T 2]
aKaa
=S 6, -6,.),
RHV 6, ycg do aZ s( v vs)

and also include the nesting terms.
These prognostic equations are solved using trendearder Adams-Bashforth scheme

N At{o‘u“ “‘j
u™=u"+— :

&
while diagnostic vertical integration using thepeaoidal rule is performed from the ground
to the model top to obtaidr, and from the model top to the ground to obtajn

Al

a

On the timestepAt,, an implicit tri-diagonal horizontal filter desbad by Pielke (2002) is
used. The filter, represented Wy(¢) in equations 1, 2 and 4 of Section 2.1, is applied

separately in each horizontal direction with aefiltoefficient ofd= 0.10 (increased values
are used near the top of the model). The equasiolned are

1L-0)g'y +20+0)g™ + - 0) 'y, =y, +20 + .y,
1L-0)g"s + 20+ 0)g™ + L-0)g'y =g, + 24 + ..
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On the timestepAt,, , vertical diffusion is solved using a first-ordemplicit approach with
special treatment of fluxes at the surface boun@seg next section).

4.4 Scalar prognostic equations

All other prognostic equations including those $pecific humidity, turbulence, and pollutant
concentrations, are of the general form for vagagpl

K _(do) 9 (. _
g (dzj da(KdajH?HSl XRHS.,.

This equation is solved using first-order time @iéfncing with a semi-implicit approach to
give the equation

2 n+l
(1+AtRH%))(“+1—At(%j %[K dga ]:Xn +AtRHS,

which can be solved as follows (with special treatimof fluxes at the surface) using a tri-
diagonal solution method if second-order spatitiédencing is used

n+l n+l n+l _

AXx 1 +Bxy +CX|<+1 =D;
if k>1;

A= —(&jz At [Kk + Kk—lj
oz (0k+1_0k—1) O = 0kq ’

C:—(d_ajz At (Kk+l+Kk]
oz (0k+1_0k—1) Oy ~ Ok ’

B=1+AtRHS, - A-C,

D = x, + AtRHS;

if k=1:

A=0,

co-b{o) B[k
2\ az) (0,,-0,)\ 0,-0, )

B =1+AtRHS, -C,

n do\ flux(x)
D=y, +AtRH —At(—j—,
' Si (03/2 —0'0)

with flux(x) =u. x. or flux(x) =V, x,.

The value of RHS is non-zero only for thee equation, and the SONO,, RP and HO
pollutant concentration equations, where the lessi$ are treated implicitly. ThRHS term

includes all other terms in the particular progimostjuations, including explicit horizontal
diffusion. The non-zerRHS, terms are
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3

£:RHS =c,, —,

E

[SO]: RHS, = ky[RP] + ks[H,0,] + k;o[O;],
[NO,]: RHS, =k, +k,([NO,] +[SR]1-[NO,]),

[RP]: RHS, = k,[NOJ + ks[RP] + (ks + k;)INO,] + k;[SO],
[H,0,]: RHS, =k,[SQ].

45 Other methods

On the timestep\t,, , the elliptic non-hydrostatic pressure perturbagguation is solved

using an iterative approach. The solution is pentd only for a sub-grid region that
excludes the 5 edge grid points at the top anddat®undaries, as these edge regions
usually contain noisy solutions which can produpar®us vertical velocities to which
the non-hydrostatic solution is highly sensitive.

For numerical representation of the vertical flyxes necessary to use a finite difference
approximation consistent with that used for theigat diffusion

T, =t S| K1 )

ki1 ~ Ox1/\ Oy — 0y oz
g, —0 - Jo
_%(Kk + Kk—l)( k+1_ [ ](){k _/Yk—lj(zjl
O1 — 0,1 /\O, =0,

At times of rapid variations in the surface tempema and specific humidity (such as just
after sunrise), the surface heat balance approae dor vegetation can produce
oscillations. Therefore, the vegetation temperaturé moisture are time averaged using
the current and previous values to prevent thdlasons.

Linear interpolation is used to convert the synoptiale variables from the gridded
analyses to the model.

The plume rise equations are solved using the Heander Runge-Kutta method with a
timestep of 1 second.

The LPM uses explicit, forward in time finite difences and centred in space finite
differences, with a large timestep Af,,, = 2At, and a small timestep of 5 seconds for

the solution in the vertical direction.

The turbulence production/dissipation balance aetl pyocesses are handled separately
on a small timestep of 100 s.

For multi-dimensional simulations, it was found essary to bound the value of the
length scale in order to keep the numerical salustable for thee prognostic equation.
Also, the counter-gradient tracer flux and crosselation term are restricted to be zero
in thermally stable regions, and are bounded elsesvh
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Appendix
The following summarises non-default turbulence lamd surface scheme options in TAPM.
Alternate Turbulence Schemes

The TAPM V3 turbulence closure options based onldyu{1997) are as follows. The mean
equations use a gradient diffusion approach, wheends on a diffusion coefficiektand
gradients of mean variables. Using Cartesian temstation, the fluxes are

— o au
ui'u_ :EEJU -K ﬂ+_l ’
3 N

d(i
— a6,
uiHV:_K(d(i —ngj,
— op
ug¢ =-25K —/,
¢ X
where

i, ] aresubscriptgor thethreecoordinatalirectiong(i.e.i =12 3for x,y,zrespectivly),
u,u; represenvelocities
lifi=j,

” {O otherwise.
Ys, =0.00065 m™ from Deardorff(1966),

@ representascalar.

The scalar diffusion coefficient of 2.5 used ab@/based on an analysis of the second order
closure equations from Andren (1990), with congtdrdm Rodi (1985).

The turbulence scheme used to calculéatss the standardE-£ model in three-dimensional
terrain-following coordinates, with constants foeteddy dissipation rate equation derived
from the analysis of Duynkerke (1988). The moddve® prognostic equations for the
turbulence kinetic energ¥j) and the eddy dissipation ratg (

2
E:i(KH Ej+i KHE +(@j i(KEj-'_Ps-'_Pb_‘g!
d & "&) ") \a) do\ do

2
U0k, %) 0, B[22 o )
d & "x) ") &) do do

+é(cg1 maxP,, P, + B)) —c,,&),
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where

6u 00 ov ovoo) (aw 60)2
P, = 2K —t—— | ——
6x o 6x ay 00 oy 00 0z
au ou 60 ov ov do ?
+ K —t—
ay aa ay 6x 90 Ax
‘K au aa aw awaaj N ov aa aw awaa
60 0z ax 00 0x 0 0z ay 60 ay
g 00, 0o
P=-2K — - ,
"~ g (aa oz yf’v}
(aa) 00 00
with w= -U——-V—o
0z 0x ay )
EEZ

and K, =max10,K), K =¢c, —, ¢, = 009, c,, = 069, c,, = 146, and c,, = 183
&

As an alternative to Equation (10) the model hasoption to use a diagnostic eddy
dissipation rate based on Duynkerke and Driedob887%). In this approach,

/
3/4 E®?
|
| =min(,,1.).

|—¢’M+i_l
*lkz I )"

(o]

-1/2
| = 036Ev2| L %%
: 6, %)

\

E=C,

I Ezdz

j Edz’

@, = surfacdayersimilarity function(seeSection2.6.4),
k = vonKarmanconstan(0.4).

|, =03

Turbulence kinetic energy and eddy dissipation i enhanced in the top-half of the
convective boundary layer (CBL), where turbuleneeels can be underestimated using the
above approaches. This has been achieved by usimpée parameterisation that limits the
rate of decrease of prognostic turbulence with liteigetween heights in the range 0.55-0.95
times the CBL height, provided that the heighths\e the surface layer and the convective
velocity scale is greater than 0.5 th s

In order to account for the neglect of some clouocesses (e.g. shallow convection), we
enhance the synoptic total water used in the mdye&nhancing the synoptic-scale specific
humidity:
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qenhanced: max(qsynoptic’ 2qsynoptic_ qsatRHC /100)7

wheredsynopiiciS the original synoptic-scale specific humiditydd&RHe = 85% is the threshold
value above which enhancement is carried out. paiameterisation results in no change to
the synoptic-scale relative humidity fBHsynopic< RHc and gives an enhanced value of 100%
whenRHsynopic= 92.5%. This approach is consistent with cloud cgagameterisations used
in global and synoptic scale models.

Alternate Land Surface Schemes

The TAPM V3 land surface scheme to parameterideasoi vegetation effects are based on
those from Kowalczyk et al. (1991), as describddwee

Boundary conditions for mean variables at the sarfare zero velocityz, from the
hydrostatic equation (5),6,, =c,T,(+ 061q,)/71,, with T,=(1-0,)T,+0,T, and
4, =(1-0)q, +o,q;, where g, is the fraction of foliage cover and subscrigtand f
denote soil and foliage respectively.

Note that if the surface type is water, then thdase temperature is set equal to the water
surface temperature, and surface moisture is 3l @q the saturation value. If the surface
type is permanent ice/snow, then the surface tesmyrer is set equal to —10°C, and surface
moisture is set equal to the saturation value.

Soil parameterisation
Equations for soil temperatui® , moisture content, and specific humidityy, are

0T, 372G, ~ TAT, =T,)

g

ot pcd  24x3600

0n, __clEt-0,)-p.(-0)P+0,P,~R) .01, ~11e,)
ot 0,4, 24x3600

Qg = fwetq; + (1_ fwet)ql’

where

G, =Ry, (-a,) + R}, —0gl, cosa —H - AE, = soil heatflux (W m?),
H, = oc, (6, —6,)/r, =sensibleneatflux (W m?),

AE, = pA(q, —q,)/r, =evaporatigheatflux (W m?),

r, is the aerodynamic resistance (see Section 2wi#) a roughness length of 0.1 m,

n b, n 8h,
d d

e = 1 sa T 1_(_j '
Tea = Ta =11 a”(nsaj { Neat J

T,,n74 = deepsoil temperatteandmoisturelmodelinput),
A =25x10° Jkg*, p,, =1000kgm=,

di = /w’ d1 =01
PsCT1,
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a,. K, ps, s = soilalbedogonductivty, density andheatcapacity,
P, P, = precipitaton reachinghevegetatio andsoil respectivly,
q; =soil saturatedpecifichumidity,

R =runoff.

The soil characteristics are specified for thraktgpes
ko = 41%az, - bs%"),
PCs = (1= ) P € + 4Py oy

c, =4186
Sand
10 ;forn, < 005
G =187, +0963 ; otherwise.
(5.0, +02)
c, = 20
1 ;forn, =2 015
fuet =11149n, —0.063);for 0.063< 77, < 015,
0 ;forn, <0.063

,7r = ,70 /nsat’”sat = O'395,7wilt = 0068
a, = 0.004,b, = 0.006, pg” =1600c” =800,a, =0.387,b, = 4.

S

SandyClayLoam:
10 ;forn, <0.226
G = (L78y, +0259 ; otherwise.
(2967, —0.581)
c, =30
1 ;forn, =2 0.365
fee =1 690(7, — 022);for 0.22< 7, <0.365
0 .forn, < 022

17, =M /nsat’”sat = 0-420:/7\,\"” =0.175
a, =0.003 b, = 0.004, p2¥ =160Qc’” =845 a, =0135b, = 6.
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Clay:

10 ;forn. <0421
G 7112227, 0559 ; otherwise.
(2787, -1.114)
c, =19
1 ;forn, = 052,
foee =1 8337, — 040) ;for0.40<7, < 052
0 .for g, < 040.

e =1 /”sat!”sat = 0'482’,7Wilt =0.286
a, = 0.002b, =0.003 pS =160Qc.” =890,a, = 0.083b, =12

Vegetation parameterisation

The vegetation temperatufié is calculated from a surface energy balance
0=R},(1-a,)+ R, -0 T cosa— H, - AE

using Newton iteration, where the outward long-weagiation and sensiblgH ;) and latent
(E;) heat fluxes are treated as functionsTpf with

Hi =pc,(60; -6)ry,

E. =1-HE, +,,

E, = p(d; —a,)/(ry +1,),

E, = o(d; —a)/ 1y,
5 if condensatin(q, >q;)
B {mr /(0.0002LAl); if evapotrangiration

om,
ot
wherem, is the moisture reservoir ang is the aerodynamic resistance (see Section 2.6.4).

:P_Pg _[EW/pW’

The vegetation specific humidity, is calculated frong, =q; —E,rs/ 0, and the stomatal
resistance is calculated using

M -
rs = m I:1F2 1F3 1F41
and
E = 1+ f E = Mg — Ny
1~ vt T !
f+ (rsi /5000 0.7 o = i
F, =1-00002%¢; -e¢,), F,=1-00016298-T,)", f =055 2 -
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Table A.1: Vegetation (land-use) characteristicua TAPM.

Vegetation Types: h, (m) o, LAI Iy (m)
-1: Permanent snow/ice - - - -
0: Water - - - -

1: Forest — tall dense 42.00 0.15 4.8 37
2: Forest — tall mid-dense 36.50 0.75 6.8 33
3: Forest — dense 25.00 0.75 5.0 26
4. Forest — mid-dense 17.00 0.50 3.8 20
5: Forest — sparse (woodland) 12.00 0.5 2.8 1
6: Forest — very sparse (woodland) 10.00 0J25 25 30 1
7: Forest — low dense 9.00 0.75 3.9 20
8: Forest — low mid-dense 7.00 0.50 2.8 15
9: Forest — low sparse (woodland) 5.50 0.25 2.0 1
10: Shrub-land — tall mid-dense (scrub) 3.00 050 .6 2 160
11: Shrub-land — tall sparse 2.50 0.25 17 1Q
12: Shrub-land — tall very sparse 2.00 0.p5 119 11
13: Shrub-land — low mid-dense 1.00 0.50 1/4 9
14: Shrub-land — low sparse 0.60 0.25 15 9
15: Shrub-land — low very sparse 0.50 0.p5 1,2 8
16: Grassland — sparse hummock 0.50 0(25 1.6 ¢
17: Grassland — very sparse hummock 0.45 0.25 1.4 0O
18: Grassland — dense tussock 0.715 0,75 2.3 1
19: Grassland — mid-dense tussock 0.60 0.50 1.2

20: Grassland — sparse tussock 0.45 0.25 1.7 1
21: Grassland — very sparse tussock 0.40 Q.25 1.2 0
22: Pasture/herb-field — dense (perennial) 0.60 50.7 2.3 80
23: Pasture/herb-field — dense (seasonal) 0.60 0.72.3 80
24: Pasture/herb-field — mid-dense (perennial) 0.450.50 1.2 40
25: Pasture/herb-field — mid-dense (seasonal) 04%.50 1.2 40
26: Pasture/herb-field — sparse 0.3b 0.25 1.9 1
27: Pasture/herb-field — very sparse 0.30 0|25 1.0 80
28: Littoral 2.50 0.50 3.0 180
29: Permanent lake - - - -
30: Ephemeral lake (salt) - - - -
31: Urban 10.00| 0.75 2.0 100
32: Urban (low) 8.00/ 0.75 2.0 100
33: Urban (medium) 12.00 0.75 2.0 10(
34: Urban (high) 16.00| 0.79 2.0 100
35: Urban (cbd) 20.00 0.7% 2.0 100
36: Industrial (low) 10.00f 0.75 2.0 100
37: Industrial (medium) 10.00 0.75 2.0 10(
38: Industrial (high) 10.00f 0.75 2.0 100

Other variables are
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a, = Vegetatioralbedd0.2),
q; = Vegetatiorsaturatedpecifichumidity,
e, = Vegetatiorsaturatedrapourpressure,
_[3owm?; if ) > 03
B {mow m?; if z,, <03
z,; = vegetatiorroughnestength(m) = 01+h, /10 (z,, < 20m),
h, =vegetatiorheight(m),
o, =fractionof surfacecoveredy vegetaon,
LAI = Leaf Arealndex,
r, = minimumstomataresistancés™).

The vegetation (land-use) types used in TAPM asethaon a CSIRO Wildlife and Ecology
Categorisation (Graetz, 1998, personal communicgtiand are listed in Table A.1l, with
urban/industrial conditions modified as describe&ection 2.6.3.
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