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Supplementary information

0.1 Imputation Check

To ensure that the coding procedure did not bias the estimation of the epidemic predictors, the full twinstim model
was re-run after multiple imputation with chained equations using the R package mice [1] and random forest machine
learning using the R package missForest [2]. All four epidemic predictors (plot success, anticipated fatalities, and group
membership) were used in fitting and training. The maximum iterations was set to 10 and number of trees was set to
100. The results of 100 rounds of both imputation methods can be seen in Table S1.

Chained equations Random forest
RR p-value RR p-value

Group membership 5.014 0.0040 6.61 0.00040
Social media 2.29 0.065 4.092 0.00013
Anticipated fatalities 1.15 0.43 0.90 0.53
Plot success 0.93 0.78 1.11 0.55

Table S1: The average rate ratios and p-values for all epidemic predictors after 100 rounds of imputation and estimation using the
full model.

Since the observed estimate of social media, the only epidemic predictor with missing data in the best fitting model, is
between those from the two imputation methods, and as random forest in missForest outcompetes chained equations in
mice in most [2–7] (but not all [8, 9]) direct comparisons, I assume that the coding method did not significantly influence
the results.

0.2 Spatial interaction

Figure S1: The pair correlation function at different pairwise distances in km (x -axis). The black line is the observed function for
the data, the red line is the theoretical function assuming spatial randomness, and the grey envelope shows the upper and lower
bounds of the functions from 100 simulated point patterns demonstrating spatial randomness.

0.3 Diagnostics

The residuals, or the fitted cumulative intensities over time, were calculated and transformed to fit a uniform distribution
according to Ogata [10]. The cumulative density function diverges from expectations for Ui < 0.58, which appears to
be the result of tie-breaking with small temporal distances (0.5 days) [11]. Increasing the tie-breaking distance to > 20
days to improve the cumulative density function and reduce serial correlation did not significantly change the predictor
estimates, so I chose to use the original model.
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Figure S2: Estimates of the scaled spatial (left panel) and temporal (right) step functions. The 95% Monte Carlo confidence
intervals were each calculated from 100 samples.

Figure S3: (A) The empirical cumulative density function of Ui, or the standardized residuals according to Ogata [10], with 95%
Kolmogorov-Smirnov confidence bands. (B) A scatterplot of Ui and Ui+1 to look for serial correlation.
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