
 

 

 
Abstract— In this paper, the compact finite difference 
scheme as unconditionally stable method is applied to 
some type of fractional derivative equation. We intend to 
solve with this scheme two kinds of a fractional derivative, 
first a fractional order system of Granwald-Letnikov type 
1 for influenza and second fractional reaction sub diffusion 
equation. Also, we analyzed the stability of equilibrium 
points of this system. The convergence of the compact 

finite difference scheme in norm 
2

 are proved. Finally, 

various cases are used to test the numerical method. In 
comparison to other existing numerical methods, our 
results show that the scheme yields an accurate solution 
that is quick to compute. 

Keywords— Fractional wave sub-diffusion equation, 
Fractional derivative, Compact finite difference method, 
influenza equation  

I. INTRODUCTION 

here is a growing interest in the study of fractional 
differential equations among engineering, physics, 
mathematics and other sciences, because the dynamics 

of the behavior of phenomena can be studied more accurately 
by differential equations of non-integer derivative order [34]. 
The reason for this is described that in this type of equations, 
more detailed issues are considered, such as the history of the 
behavior of the devices, that maybe this feature is ignored in 
the equations of integer order [18]. 

Fractional differential equations used in modeling of many 
different processes and systems. Some applications of partial 
differential equations can be found in mechanics, quantum 
mechanics, chemistry, physics, light scattering, nuclear 
physics, spectrometers, and quantum field theory [31]. 

Inspired by fractional calculus, differential equations with 
fractional derivatives to describe and model many physical 
phenomena of image processing, chemical analysis of fluid 
flow in a liquid, model economic analysis of stock prices in 
financial mathematics, electromagnetism and so on. Therefore, 
in modeling, the behavior of phenomena by using differential 
 

 

and integral calculus can be better described by the fractional 
derivative order with their actual behavior [3], [7]. Among the 
fractional derivatives, we can mention Riemann–Liouville 
derivative and Jumarie derivative [35], which Jumarie 
derivative is defined based on finite differences and in [17] it 
is shown that this type of derivative is a generalization for 
Riemann–Liouville fractional derivative. 

Also modeling high-order physical problems that do not 
have a long history in engineering. For example, fractional 
equations are used in image processing to eliminate noise and 
stabilize image edges. 

By using fractional order operators and rewriting partial 
fractional differential equations, we can achieve to the goals of 
applying heat and energy equations to images and obtained 
stable solutions.  

Using these equations will provide the boundaries of the 
image with varying degrees of clarity and preserve the edges 
of the image clearly. Fractional calculus is one of the most 
important applications of calculus. generally, the exact 
solution of most fractional differential equations is not 
available, so development numerical methods are of special 
importance for solving these equations. In recent years, many 
numerical methods have been proposed to solve these 
equations. Such as eigen vectors expansion [38], Homotopy 
perturbation method [26], [1], variational iteration method 
[33], [37], Adomian decomposition method [32], Finite 
difference method [12], [20], collocation method [15], [29], 
Legendre collocation method [13], Tau spectral Chebyshev 
transmission method [36], Bernstein polynomial [5], [6], The 
Legendre wavelet, The and many other methods. 

Many explicit and implicit numerical methods for solving 
differential equations with fractional derivatives have been 
suggested thus far, with stability, convergence, and accuracy 
investigated. Because these methods do not have high 
accuracy. It seems a natural way to find and implement high-
order methods. 

Such methods are known as compact finite difference, 
which is a generalization of PADE approximations. Models 
for the transfer process in the form of fractional diffusion in 
time and space have attracted particular interest and have been 
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investigated by a number of researchers [8], [28], [43]. The 
calculus fractional is almost as old as the calculus integer. The 
calculus fractional is almost as old as the calculus integer, the 
subject of calculus fractional for more than 300 years, which 
has been studied by Hospital, Leibniz, Riemann, Liouville, 
Granwald Letnikov, and other scientists [14], [40], [41]. 

The formation of fractional calculus, like many branches of 
mathematics, has taken place in a natural way. Fractional 
calculus is created by expanding and integrating the concepts 
of calculus in the integer order. Numbers, which are the first 
concepts we deal with in calculus, have evolved throughout 
history according to human needs. Early humans used 
numbers to count, so they only needed natural numbers. Over 
time, there was a need to define zero numbers and rational 
numbers, and then the need for continuity, for which real 
numbers were defined. Simple concepts have been generalized 
over time to meet existing needs, creating more general and 
complex concepts. Due to the fact that in nature there were 
dimensions that could not be described with natural 
dimensions, they had to develop the concept of non-integer 
numbers. Another concept that has been generalized over time 
is the factorial function, for which Euler found an integral 
expression for the factorial, which Legendre eventually 
defined the gamma function as a generalization of the factorial 
function to the realm of integers. 

Most theories of fractional calculus were developed before 
the twentieth century. At first, mathematicians extended 
derivatives and integrals only to the fractional order and called 
it fractional calculus. When the derivative and integral were 
generalized to the desired order, the name remained, which is 
somewhat misleading. 

Fractional differential calculus is a field of mathematical 
studies derived from the basic definitions of derivative and 
integral operators of ordinary calculus. The concept of 
fractional differential calculus is not new, the derivative and 
the integral of the fraction have been considered by 
mathematicians as a generalization of the derivative and 
integral of the integer order for a very long time.  

Most of these popular definitions that are common in the 
world include Riemann–Liouville and Grunwald-Letnikov. 
Caputo also rewrote a number of classical definitions of 
Riemann–Liouville derivatives to solve fractional differential 
equations. 

However, over the past few decades, fractional calculus has 
gained considerable importance and necessity in a wide range 
of applications in fields including engineering, chemistry, 
finance, physics, and so on. Many scientists believe that non-
integer order derivatives are suitable for describing many 
phenomena in nature, and also provide useful tools for 
describing the persistence and hereditary properties of various 
processes and materials. In fact, it has been proven that 
models of fractional order relative to integer order models that 
have already been implemented are more suitable for 
describing the actual behavior of the system. Considering that 
obtaining the analytical solution of ordinary and partial 
differential equations of fractional order will not be easy in 
most cases, so by using appropriate numerical methods, the 

qualitative behavior of fractional order systems can be 
investigated. 

In the early 1970s, for the first time, the compact finite 
difference method for approximating partial differential 
equations is applied to solve a number of fluid mechanical 
problems [4], [30], [42]. Since then, several separate classes of 
compact finite difference methods have been developed, two 
of the most common of which are central scheme. a major 
paper with an in-depth analysis of centralized compact 
schemes showed that these compact schemes for spectral 
waves have a spectral effect [27]. also Compact upwind 
schemes were developed to solve nonlinear hyperbolic 
problems. In recent years, compact schemes have been 
developed to more accurately and rapidly approximate partial 
differential equations. For example, compact schemes have 
been used soar several problems with wall-bounded currents 
same as the Navier-Stokes equations to simulate large 
opposite currents from the ultrasonic boundary layer current, 
as well as to scatter electromagnetic waves. Finite difference 
methods are used in solving the liquid-heat transfer equation 
or the power transfer, the Burger equation, and the wave 
equation. 

Although compact finite difference methods using lower 
pore points can achieve higher order accuracy, they are 
implicit methods and usually require inverse matrix 
computation when used to solve partial differential equations. 
In an article [22], Lele examined compact finite difference 
methods in general and obtained their accuracy and efficiency. 
The methods proposed by Lele also include Kolatz. One of the 
most important advantages of the compact finite difference 
method is that the matrix of coefficients of the linear system of 
equations depends on the unknowns of the method used, 
which can be easily solved using the Thomas algorithm [2] 
[44]. 

With the spread of various sciences, including mathematics, 
attention to such calculations has increased. The different 
applications of fractional order equations in different 
disciplines have led many scientists to conduct research in this 
field. 

Sun and Wu [39] investigated a finite difference method for 
a one-dimensional partial differential equation. Li et al. [23] 
proposed a numerical method in combine with a finite 
difference method in temporal direction and a finite element 
method in spatial direction for the one-dimensional spatial and 
temporal fraction wave equation. [19], Hu and Zhang 
proposed a finite difference method for the fourth-order 
fractional wave transfer equation, the discussing is on 
numerical methods for fractional wave equations. The most 
recent work on this subject is presented in the reference [11], 
[25], in which an implicit finite difference method is with 
first-order spatial accuracy. 

The finite difference method is one of the differential 
methods that is widely used. Compared to other computational 
methods, the finite difference method is more efficient when 
the results are wide. A very important issue in this method is 
the spatial size of the model blocks and the number of 
frequencies is required. This determines the execution time of 
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the program. The accuracy of the finite difference method 
increases to the desired extent with increasing the number of 
network blocks. 

In recent years, the use of fractional order derivatives has 
provided a very useful tool to solve this type of problem. 
Fractional order derivatives are the general form of integer 
order derivatives that derivative order can be any positive real 
number instead of an integer. One of the most essential aspects 
of fractional order derivatives is that they are non-local, unlike 
fractional order derivatives. This means that the fractional 
order derivative of a function at a point depends not only on 
the properties of the function also it depends on the properties 
of the function at that point. The existence of such a property 
has made fractional order derivatives known as a very 
powerful way to study phenomena whose properties depend 
on space and time by Hong et al., 2008.  

Ding et al. (2010) eliminated the effects of scale on the 
properties of porous media by using fractional order 
derivatives. In this case, the properties of the porous medium, 
such as hydraulic conductivity, will be scale-independent and 
have a constant value. Benson et al. (2000), Wittcraft & 
Mirscritt (2008), Schumer et al. (2001) have used fractional 
order derivatives in many disciplines such as hydrogeology, 
finance, physics and electrical engineering. Benson et al. 
presented a fractional order displacement-diffusion equation to 
simulate solute transport in inhomogeneous saturated porous 
media 

To the best of our knowledge, the methods listed above 
include accurate solutions up to second order. The goal of this 
study is to develop a more efficient numerical approach for 
solving fractional derivative problems. This system can be 
evaluated utilizing fourth-order compact finite differences. 

The following is the outline for the paper: 
We discussed the principles and definitions of the fractional 

derivative order in section 2 for two types of equations: a 
Granwald-Letnikov-type fractional model for influenza and 
fractional diffusion. The compact finite difference approach 
for solving fractional derivative equations, which was 
discussed in Section 2, is introduced in Section 3. We provide 
numerical examples in Section 4 to demonstrate the efficacy 
of compact finite difference approaches for solving fractional 
models. 

II.  INTRODUCTION OF FRACTIONAL DIFFUSION EQUATIONS 

The Riemann-Liouville fractional derivative definition was 
instrumental in the development of fractional derivative theory 
and its application in mathematics. It has been discovered that 
fractional derivatives of the Caputo type provide a better 
representation of viscoelasticity and solid mechanics. 
Definition 1 [20]:  
Suppose “-n <α ≤ n,” which is a natural number. Riemann–
Liouville derivative of fractional order α is defined as follows: 

11
(t) (t ) ( ) d

(n )

n ntRL
a t n a

d
D f f

dt


   



 

 
    

In 1967, Caputo published an article defining the fractional 
derivative. It is clear from Caputo's definition of the fractional 

derivative that the Riemann-Liouville fractional integral is 
used for this definition, but in comparison with the Riemann-
Liouville fractional derivative we find that the derivatives of 
the integer order and fractional order integrals are shifted. 
Definition 2 [34]:  
Suppose n is a natural number and -n <α < n. In this case the 
fractional derivative in the Caputo method is defined as 
follows: 

(n)

1

1 ( )
(t) d

(n ) (t )

tC
a t na

f
D f



 
   

    

Which α>0, is called the fractional derivative order. 
Definition 3 [34]:  

The Granwald-Letnikov derivative of the fractional order α 
of the function f at point t is defined as follows becomes: 

0
0

(t) lim ( 1) (t kh)
kn

GL
a t h

k

D f h f
k

  




 
   

 


 
where in 

( 1)
[ ], , 1

0(k 1) ( k 1)

t a
n

kh

 


     
              

Rewriting Granwald Letnikov with 

( ) ( 1)k
kw h

k
    
   

 
 derivatives of the fraction as follows: 

( )

0
0

(t) lim (t kh)

t a

h
GL

a t k
h

k

D f h w f  

 
  






 
 

Where the coefficients of “ ( )
kw  ,” are called Granwald 

Letnikov. 

 
Fig. 1: Riemann–Liouville derivative operator of fractional order in 

different case α  

A. . Fractional derivative equations system  

A typical assumption consistent for a broad class of 
dynamic systems in the mathematical description of physical 
processes is to consider the reliance of system behavior simply 
on current conditions, although there are systems whose 
behavior is insufficient to investigate and advance with this 
condition. It results in the system's poor performance while 
assessing its behavior. It is vital to obtain information about 
these systems' previous states in order to analyze their 
behavior. These systems are known as delayed systems. 

Mathematical models have been used to investigate the 
transmission dynamics of influenza (flu). These models have 
been used to develop healthcare policies and forecast the 
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effects of behavioral and biological interventions on disease 
outcomes.  Sattenspiel and Herring (2003) developed a 
compartmental model to simulate influenza's regional spread 
and assess the efficacy of human quarantine. Using a 
compartmental model, Arino et al. (2006, 2008) explore the 
effects of antiviral treatment and/or vaccine on a developing 
pandemic using the parameters defined by Longini et al. 
(2004). As a result, the advantages of this simpler model that 
allows for sensitivity analysis in the situation of mixed 
approaches are demonstrated. Ferguson et al. 2005, modeled 
influenza transmission in Southeast Asia to look into the 
effects of mass antiviral medicine treatment as a control 
method. 

In reference, Kasgrandi et al. [9] introduced a model for 
influenza in the general population, which consists of four 
groups (table 1). 

Table 1: Variables at Population Level 
Variables  Description   

 (t) 
number of people who are susceptible 

Individuals at time t 
 (t) number of people with the disease 
 (t) number of people who have improved 

 (t) 
the number of people which are safe 

against disease 
 
This model can be written as a first-order ordinary 

differential equation system as follows. 

(t)
(1 (t)) (t) (t) (t)

(t)
(t) (t) (t) (t) ( ) (t)

(t)
(1 ) (t) (t) (t) ( ) (t)

(t)
(t) (t) (t) ( ) (t)

d

dt
d

dt
d

dt
d

dt

     

       

       

      

    

    

     


    


(1) 

where in is defined 
1 

 reserved period (total safety), 
1 

 

contagious period, 
1 

 external safety course and   the call 

rate. In order to improve the above integer order model, 
consider the fractional order model introduced by Kasgrandi 
in the reference [9]. 

(t) (1 (t)) (t) (t) (t)

(t) (t) (t) (t) (t) ( ) (t)

(t) (1 ) (t) (t) (t) ( ) (t)

(t) (t) (t) (t) ( ) (t)

GL
a t

GL
a t

GL
a t

GL
a t

D

D

D

D









     

       

       

      

    


   


    
    

(2) 

where in [0,1] . In this model, all defined parameters are 

assumed to be non-negative.  

B. Fractional diffusion equation  

The numerical solution to a fractional diffusion system 
subjected to a non-homogeneous field is the subject of this 

section. A fractional reaction sub diffusion equation is a linear 
integro-partial differential equation formed by replacing the 
first or second-order time derivative with a fractional 
derivative of order α > 0, in the classical diffusion or wave 
equation [34]. 

The fractional diffusion equation is another differential 
equation with fractional derivatives derived from the ordinary 
diffusion equation [10], [24]. 

The following fractional diffusion equation is investigated 
using a high-order compact finite difference technique. 

In this section, the fractional diffusion equation is 
introduced. Then, using the Granwald-Letnikov approximation 
for the fractional derivative and the fourth-order 
approximation for the second derivative, a compact finite 
difference scheme is extracted and the stability analysis of this 
scheme is investigated. Consider the following fractional 
reaction-sub diffusion equation [23]: 

2
1

0 2

(x, t) (x, t)
[k k (x, t)] f(x, t),

0 x L,0 t T,

RL
t

u u
D u

t x



 

  
 
   

(3) 

In which the initial and boundary conditions are considered 
as follows: 

(x,0) (x),0 x L,u     

(0, t) (t), u(L, t) (t),0 x ,u T      

Also, the functions ϕ(x), φ(t), ψ(t), known functions and 

k , k, are assumed to be positive real constants. The fraction 

derivative of the Riemann–Liouville of the order 1  ,is 

introduced for function (x, t)u ,For numerical approximation 

Eq. (3) we define the spatial step length h and the temporal 
step length τ, as follows: 

0,1,...,n N , ,n

T
t n

N
    

, , 0,1,..., .i

L
h x ih i M

M
    

III. COMPACT FINITE DIFFERENCE SCHEME 

In a considerable portion of numerical analysis, the compact 
finite difference strategy is employed as a basic method. The 
key argument is that it is simple to implement. 

The fractional diffusion equation is another differential 
equation with fractional derivatives derived from the ordinary 
diffusion equation [14], [24]. This equation was first proposed 
by Nigmanalin in 1984. Numerous numerical methods have 
been proposed to solve this equation. [11] They did not have a 
high degree of accuracy, so the compact finite difference 
method was first used by Koi in 2009 to solve this equation. 
[14] From Chen's idea [23] and the method of intensive finite 
difference, they improved the accuracy of time 

A. fractional model for influenza using compact finite 
difference method 

Consider the following nonlinear differential equations  
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0 0 0

(t)
(Y(t)),Y(t ) , [t ,T]

dY
F Y t

dt
   (4) 

Where vectors F, 0Y ,Y(t)  They are defined as follows. 

1(t) (y (t),..., y (t)),T
nY   

1( (t)) (f (y),..., f (y)),T
nF Y   

0 1 2(y (0), y (0),...., y (0)).T
nY   

Definition 4: A solution Y(t) from the device “Eq. (4)” is 
valid if it is positive whenever 

y (0) 0,1 i n (t) 0, t 0,1 i ni iy          

According to the references [14], [21] it can be shown that 
the state variables C(t), R(t), I(t), S(t), from the system “Eq. 
(2)” is satisfied in positive condition 
Definition 5: Suppose a typical first-order differential 
equation machine is given below.  

(t)
(Y(t)),

dY
F

dt
 (5) 

where in 

1(t) (y (t),..., y (t)),T
nY   

1( (t)) (f (y),..., f (y)),T
nF Y   

We now define 

i
1

(t) (t)
n

i

K y


  

If we set the variable K(t) in the first-order differential 
equation, the scalar value 

(t)
(K(t))

dK
f

dt
  

Where f is a function dependent on the state variable K(t), 
the so-called system “Eq. (5)” satisfied in conservation law. 
Lemma 1:   Set      

4{( , , , ) : 1}R               relative to 

the model “Eq. (2)” is positive persistent. To calculate the 
equilibrium points of the system “Eq. (2)” we put 

(t) 0GL
a tD    (t) 0GL

a tD     (t) 0GL
a tD    

(t) 0GL
a tD   

Therefore, the above system has equilibrium points 

(0,1,1,1)E   and 1 1 1 1 1( , , , )E      where 1 1 1, ,    

are defined as follows. 

1
1

1

( )
( ) ( )( )

  
       


 
   

 

1 1
1

1

( )
( )
( ) ( )( )

   
      

 


   
 

1
1

1

( )
( ) ( )( )


      


   

 

Where 1 , the positive root of the equation 

2
1 2 3 0( ) (1 ) 0,g B B B         

Where the coefficients 1 2 3, ,B B B ,and the parameter  

0 defined as follows:  

1 ( ),B        

2 ( ( )

( )( 2 ) ( )) ,

B      
       
    

     
 

3 ( )( )( )B            

0 ( )


 




 

For the stability of the fractional order system “Eq. (2)” 
Suppose: 

( , , , ) (1 )f             

g( , , , ) ( ) ,             

h( , , , ) (1 ) ( ) ,               

k( , , , ) ( )             

In this case, the Jacobin matrix of the above system 

corresponding to the equilibrium point E( , , , )    is 

obtained as follows. 

(E)

f f f f

g g g g
J

h h h h

k k k k

   

   

   

   

 
 
   
  
 

 

Therefore 
0

0 0 0
(1,0,0,0)

0 ( ) 0

0 0

J

  
  

  
  

  
   
  
 

  

 

Where the Jacobian matrix elements are calculated at the 

equilibrium point “ 0E ”  

Theorem1: If 0 1
( )


 

 


then the equilibrium 

point 0E , for the system “Eq. (2)” is an asymptotically stable 

point and an unstable point for 0 1   .   

In order to investigate the second equilibrium point, the 

Jacobi matrix corresponding to the equilibrium point 1E  is 

calculated as the following: 
1 1

1 1 1 1
1

1 1

1 1

0

( ) 0
(E )

0 (1 ) ( ) (1 )

0 ( )

J

   
     

      
    

   
    
     
 

    

 

As a result, the characteristic equation corresponding to the 

equilibrium point 1E is obtained as follows, 

3 2
1 2 3( )( ) 0,b b b        

 
Where the coefficients 1 2 3,b ,bb are defined as follows. 

1 12 2b       
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2 1 1( )( ) ( 3 )b                   

1
3

1

( ( )( ) ( ) ) Q)

( )
b

          
    

      


 
Where the values Q and ψ are obtained by the following 
equations 

1 1( ) (2 ( ) )Q              
 

( )( )        
If 3

1E R according to Ruth-Hurwitz, we have: 

 If 1 3 1 2 3( ) 0,a 0, 0,a 0D a a a       

Equilibrium point 1E  is then a locally stable 

asymptote. 

 If 1 2 1 2 3( ) 0,a 0, 0,a , [0,1)D a a a       

equilibrium point 1E is then a locally stable 

asymptote. 

 If 1 2

2
( ) 0,a 0, 0,

3
D a     Then the 

equilibrium point 1E is unstable. 

To derive numerical solutions for the system, the compact 
finite difference approach might be utilized “Eq. (2)”. 

Therefore, the system is discretized as a Granwald-Letnikov 
fractional derivative [16], [21]. 

1
( )

1 1 1
0

(1 ) ,
n

j n j n n n n
j

      


   


     

1
( )

1 1 1 1
0

( ) ,
n

j n j n n n n n
j

        


    


     

1
( )

1 1 1 1
0

(1 ) ,
n

j n j n n n n n
j

       


    


    
(6) 

1
( )

1 1 1
0

n

j n j n n n n n
j

      


   


     

The following results are obtained by comparing the 
equations “Eq. (2)” and the differential system “Eq. (6)”. 

Linear and nonlinear expressions in the right hand of the 

first equation at the point tk k are discretized as follows: 

1 1(1 ) (1 ), , ,n n n n                   

Linear and nonlinear expressions on the right-hand side of 

the second equation at the point tk k  are discretized as 

follows: 

1 1,n n n n           

1( ) ( ) n          
 

Linear and nonlinear expressions to the right of the third 

equation at the point tk k  are discretized as follows: 

1 1(1 ) (1 ) ,n n n             ,   

1( ) n n        
 

Linear and nonlinear expressions to the right of the fourth 

equation at the point tk k  are discretized as follows: 

1, ,n n n       

1( ) n n          

The Granwald-Letnikov approximate is also used to discretize 
the derivative to the left of the “Eq. (2)”. Now by 
manipulating the differential equation machine “Eq. (6)” it can 
be rewritten as follows. 

1
( )

1
1

1 ( )
0

n

n j n j
j

n
n





   


  



 




 


 


 

1
( )

1 1 1
1

1 ( )
0

n

n n n n j n j
j

n





     


  



   




 


 


 

1
( )

1 1 1
1

1 ( )
0

(1 )
n

n n n n j n j
j

n





      


 



   




   





 

1
( )

1
1

1 ( )
0

n

n n j n j
j

n
n





   


  



 




 


 


 

Where 
( )
jw 

 are the Granwald-Letnikov coefficients which 

are calculated recursively as below: 

( ) ( )
1

1
(1 ) , 1, 2,...j j j

j
   


    

B. The compact finite difference method for the fractional 
reaction sub diffusion equation 

Outside the central differential part 

2
1 12 2

2 4
2 4

2 4

1 1
(v 2 v )

1
( ) ( ) (h ),

12

x i i i j

i i

v v
h h

v v
h O

x x

     

 
 

 

(7) 

Second order approximation gives for 
2

2

v

x




. Now consider 

the following equations in order to obtain a quadratic 

approximation for 
2

2

v

x




 

2
1 2

2
( ) [2 hsinh ]

2
x

i i

v
v

x





 

2 2 2 2 2 2
3 5 7 2

2 2 4 6

2 4 6 8
2

1 1 1 3 1 3 5
[ ...]

2 3! 2 5! 2 7!
1 1 1 1

[ ...]
12 90 560

x x x x i

x x x x i

v
h

v
h

   

   

     

   
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where in 1 1

2 2

x i
i i

v v v
 

   

Now using “Eq. (7)” and “Eq. (8)” we will have: 
2

2 4 6 8
2

2 2

1 1 1 1
( ...) u

1 12 144 1728(1 )
12

n nx
i x x x x i

x

u
hh

    


    


2
6 6

2 2

2 6
4 6

2 6

1
| (h )

240

1
| | (h )

240

n n
i x i

n n
i i

v
v O

x h

v v
h O

x x


   


 
 

 

(9) 

Thus, the fourth order approximation is obtained for
2

2

v

x




. The 

Riemann–Liouville fraction derivation discretization can also 
be considered as follows 

[ ]

1 1
1

0

1
(t) (t n ) O(h),

t

t n
n

RLD f w f


 
 


 




              (10) 

where in 1
nw  , Productive function coefficients is 

( )

0

(z, ) n
n

n

w w z




 . For (z, ) (1 z)w    these 

coefficients are as follows:   

1,2,....n  ( ) ( )
0 1, ( 1)n

nw w
n

   
   

 
 

Which can be obtained recursively below 

0 1

1
1, (1 ) , 1.n nw w w n

n
  




     

Assume for convenience 
1 , 0,....,l nw l n    

So, with the using equation “Eq. (10)” we have 

1 1
0 1

0

(x , t ) (x , t ) O( )
n

RL
t i n l i n

l

D v v    




    (11) 

Thus using “Eq. (7)” and “Eq. (11)” and the forward 
difference formula 

1

| ( )
n n

n i i
i

v vv
O

t





 


 

The compact finite difference scheme for the problem “Eq. 
(3)” is obtained as follows. 

1 21
1

2
20

1 1

0

(12)
1

1
12

, 1, 2,..., 1, n 1, 2,..., N

n n n
ni i x

l i
l

x

n
n n

l i i
l

v v
k v

h

k v f i M







 
 

 

 




 







    




  

where in 
0 (x ), i 0,1, 2,....,Mi iv    

0 (t ), v (t ), n 0,1,..., Nn n
n m nv      

If the parties to the relationship “Eq. (12)” multiply in 

21
(1 )

12 x  . By considering 0 1  , the scheme can be 

simplified as follows 

2 2 12
2 1

2 1 2 1 2
1 2

1 1

1 1
[1 ( ) ]v (1 ) v

12 12
1 1

v (1 ) v (1 )
12 12

n n
x i x i

n n
n n n

l x i l x i x i
l l

f

   

       



 

 


    

     
1,2,..., 1,n 1,2,..., Ni M              (13) 

where in 

1 22
,k k

h





     

The plan “Eq. (13)” for the first-time step is as follows 

1 1 12 2
1 1 2 1 1 1

1 15
( ) u [ (1 ) 2 ]u ( ) u

12 6 12j j j

     

 
     

0 02 2
1 1 1 1 1

51 5
[ ( )]u [ (2 )]u
12 12 6 6j j

           

0 1 1 12
1 1 1 1

1
[ ( )]u (f 10f f )
12 12 12l j j j j

           (14) 

We also have 2≤ k ≤N براي for the time step 

2 2
1 1 2 1 1 1

1 15
( ) u [ (1 ) 2 ]u ( )u

12 6 12
k k k
j j j

     
 

     

1 12 2
1 1 1 1 1

51 5
[ ( )]u [ (2 )]u
12 12 6 6

k k
j j

     
       

12
1 1

2 2
1 1 1

2

1
[ ( )]u
12 12

5
[( )]u (2 )]u

12 6

k
l j

k
k l k l

l j j
l

 

   




 




  

   
 

2
1 1 1 1( )]u (f 10f f )

12 12
k l k k k
j j j j

  
       (15) 

Now, considering the law 0
q

l

l p

v


  for q<p, we can “Eq. 

(13)” and “Eq. (14)” Wrote as follows 

2 2
1 1 2 1 1 1

1 15
( ) u [ (1 ) 2 ]u ( ) u

12 6 12
k k k
j j j

     

 
     

1 12 2
1 1 1 1 1

51 5
[ ( )]u [ (2 )]u
12 12 6 6

k k
j j

     
       

12
1 1 1

2
2 2

1 1 1
0

1
[ ( )]u
12 12

5
[( ) u (2 ) u ]

12 6

k
j

k
l l

k l j j
l

 

   






 


  

   
 

2
1 1 1 1( ) u ] (f 10f f )

12 12
l k k k
j j j j

          

1 1,1j M k N     (16) 
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Therefore, the matrix form of the scheme “Eq. (16)” can be 
obtained as follows 

1 0 1
0 ,AU B U F   

1

0

, 2,3,...,
k

k k l k
l

l

AU B U F k N




   (17) 

Where the tridiagonal matrices 0, , k
lA B B  for 0 1l k    

are defined as follows 

2 1 2 1

2 1 2 1 2 1

2 1 2 1 2 1

2 1 2 1

10(1 ) 24 1 12

1 12 10(1 ) 24 1 12

1 12 10(1 ) 24 1 12

1 12 10(1 ) 24

A

   
     

     
   

    
       
 
 

      
     

    

1 1

1 1 1

0

1 1 1

1 1

10 1

1 10 1

1 10 1

1 10

q p

p q p

B

p q p

p q

 
  

  
 

  
    
 
 

   
   

    

With  

1 2 2 124 10 , 12q p        

And 

1 2 1 2

1 2 1 2 1 2

1 2 1 2 1 2

1 2 1 2

24 10 12

12 24 10 12

12 24 10 12

12 24 10

k
l k lB

   
     


     

   



   
     
 
 

    
    

  
 

And for here the vectors 1F  and kF  in “Eq. (17)” are 
defined as follows 

1 1 1 1
1 2 1 0 0 1 2

1 1 1
1 2 3

1

1 1 1
3 2 1

1 1 1 1
2 2 1 2 1

(1 12 ) u (f 10f f )

(f 10f f )

(f 10f f )

(1 12 ) u (f 10f f )
M M M

M M M M

X

F

X

  



  

  

 

      
 

  
 
 

  
       

  

where in 
0

1 1 2 1 0

0
2 1 2 1

[1 ( 12 )]u ,

[1 ( 12 )]u ,M

X

X

  

  

  

  
 

And 

1 2 1 0 0 1 2

1 2 3

3 2 1

2 2 1 2 1

(1 12 ) u (f 10f f )

(f 10f f )

(f 10f f )

(1 12 ) u (f 10f f )

k k k k

k k k

k

k k k
M M M

k k k k
M M M M

Y

F

Y

  



  

  

 

      
 

  
 
 

  
       

  

where in 
2

1
1 1 2 0 1 2 1 0

0

Y (12 ) u [1 ( 12 )]u
k

l k
k l

l
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
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C. The stability of the compact finite difference scheme 

The concept of stability is related to the initial conditions of 
the problem, in such a way that if there is perturbation in the 
initial conditions of the problem, The numerical solution 
obtained means that the solution generated from the 
perturbation case is different from the numerical solution in 
the same step, but small enough for the initial conditions not 
perturbed. 
The stability of the compact differential scheme is now 

investigated using the Fourier method. Suppose n
i is the 

rounded error at the point (kτ, jh). According to the scheme 
“Eq. (13)”, the truncation error equations can be obtained as 
follows. 

22
2 1

2 1 2 1
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1
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1

(1 )
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n
x i

n
n n

x i l x i
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   

      




   

  
 

2 1
2

1

1
(1 )

12

n
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l
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

   

Wherein 1,2,..., 1,n 1,2,..., Ni M    also 

0 0,1n n
M n N      (19) 

Now for 1 2 1( , ,..., )n n n n T
M     consider the following 

norm 

2

11
2 2

1

|| || ( | | )
M

n n
il

i

h 




            (20) 

Assume that the solutions to the equations “Eq. (18)” and “Eq. 
(19)” are given below. 

,1 1,1n j ih
i kG e i M n N                (21) 

where in 

2
, m

m
Z

L

    

By inserting the phrase “Eq. (21)” in “Eq. (18)” the result is 
obtained as follows. 
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1
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as a result 
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Theorem 2:  
Implicit finite difference scheme defined in “Eq. (13)” 
for 0 1  , so Unconditionally stable. 

Proof:  
Using “Eq. (20)” “Eq. (21)” and we also “Eq. (8)” have:   

2

1 1 1
2 2 2 2
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M M M

n j ih
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Therefore, with a negligible perturbation in the initial 
conditions, the solution is smaller at each time step, and 
therefore the scheme is unconditionally stable. 

D. Truncation error of the method 

Using the equations “Eq. (9)”and “Eq. (11)”and the forward 
difference formula for the first-order derivative, the 
Truncation error of the scheme (13) is obtained as follows. 

1

21

12
20

v(x , t ) (x , t )

(x , t )
1

1
12

n i n i n
j

n
x

k i n
k

x

v
R

k v
h






 











 




 

1

0

(x , t ) f(x , t ) (x , t )
n

k i n k i n i n
k

k v v
t

 





  

  

2 4 6
1

1 12 6
0

k ( v(x , t ) v(x , t ) ...)
240

n

k i n i n
k

h

x x
 

 


 
  

 
1

1
0

(x , t ) f(x , t ) O( )
n

k i n i n
k

k v  




    

2
1

0 2

(x , t )

(x , t )
[k kv(x , t )] f(x , t )

i n

RL i n
t i n i n

v
t

v
D

x










  



 

4 6
1 6

0 6
(x , t ) O( ) O(h )

240
RL

t i n

h
k D v

x


   
     

 

IV. NUMERICAL EXPERIMENTS 

We intend to examine the influenza equation for the 
compact finite difference method in different modes. 

 

Example 1: 
The numerical results of the compact finite difference 

scheme presented for the rank system Deficit is expressed. To 

check the stability of the equilibrium point 0 (1, , , )E      

Suppose 0 / 02  , 73  , 40  , Therefore 

0 / 547   it will be obtained. As a result, the 4 

equilibrium points 0E  are locally stable asymptotes.  

Figure 3 shows that the system is asymptotically stable 

at 0 (1, , , )E     . Also, by choosing 200  , 

2 / 738   is obtained. Therefore, the 4 equilibrium points 

0E  are unstable.  

 
Fig. 3: The chart R(t), S(t) and C(t) for 

0 / 02, 40, 1, 0 / 05, 73, 0 / 5            

 
Fig. 4: the chart S(t) for different   and 

0 / 02, 40, 1, 0 / 05, 73, 0 / 5            

Example 2.  
Consider the following a time-fraction sub-diffusion 

equation 
2 2

2
2

(x, t) (x, t) 2
,

(3 )

x
xu u e t

t e
t x

 

 

 
  

     
with the initial and boundary condition: 
u(x,0) 0,0 x 1,    

2 2u(0, t) t , (1, t) et ,0u t T     
The exact solution is given as follows. 

2(x, t) t xu e  
We take 0.5 , 0.05and h    
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Fig 5: numerical and exact solution for 

0.25,0.5,0.75,0.9 , 0.05and h    
In Figure 5 is shown the numerical solution of the compact 

finite difference scheme. 
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Fig 6: error for 0.05,0.01,0.025,0.02   

where 0.75   the temporal increment is small enough, 
the spatial convergence order is also shown in Table 1. The 

numerical convergence order 
4( )O h  in the spatial direction 

is, of necessity, confirmed. 
In table 1, we reported for different cases   of error and 

convergence order. Also, we verify estimated error for T=1 is 
assumed as following relation: 

2 2

N N
exact ApproximatedE u u 

 
The convergence order is assumed with relation 

  2
2

2

( , )
2

, log
( , )

E h
o h

E h






 
 
 
 
 
   

Table 1: Error and convergence results in case   0.5 

 ,h   
2

E   ,o h   

2 2

1 1
,

2 2
 
 
 

 6.0308e-003 2.0661 

3 3

1 1
,

2 2
 
 
 

 4.52777-003 3.1958 

3 6

1 1
,

2 2
 
 
 

 3.0289e-003 3.2363 

4 7

1 1
,

2 2
 
 
 

 4.8802e-004 3.8377 

4 10

1 1
,

2 2
 
 
 

 1.5172e-004 3.9197 

5 11

1 1
,

2 2
 
 
 

 9.4079e-005 4.0898 

Example 3.  
Consider the following equation (Sun and Wu, 2006) 

2

2

(x, t) (x, t)
sin( ),

u u
x

t x



  
 

   
with the initial and boundary condition: 
u(x,0) 0,0 x 1,    
u(0, t) (1, t) 0, 0 1u t     
The exact solution is given as follows [Agrawal, 2003]: 

   

 

2
2

0

1
(x, t) 1 sin ,

( )
1

k

k

u E t x

z
E z

k






 








    


 

 

Next, we want to show that our numerical results are 
apparently more accurate than ones listed in Sun and Wu, 
2006 with the same mesh.  

Take 
1

1.5, h
M

    .  

Table 2 shows the maximum difference solution errors at all 

mesh points for various mesh sizes, where  1 ,E h   denotes 

the findings obtained by this paper's compact finite difference 

scheme (16) and  2 ,E h   represents those computed by Sun 

and Wu, 2006. The maximum error is defined as follows in 
Table 2: 

    
1 1
max max , , .exact i n i n

n M i M
E u x t u x t

    
 

 
The compact finite difference solution is clearly very 

accurate and quickly converges to the exact solution. Different 
diffusion tendencies are observed in these plots (Fig. 5), and 
absolute errors are very minimal as time progresses, implying 
that the method is effective for long-term computing. 

Table 2: the maximum errors compared with [39] 

M  1 ,E h 


  2 ,E h 


[39] 

32 0.2515e−03 0.4990405e−03 
64 0.0825e−03 0.1675359e−03 

128 0.2459e−04 0.5674313e−04 
256 0.0745e−04 0.1940128e−04 
512 0.3925e−05 0.6689013e−05 
1024 0.1254e−05 0.2321606e−05 

V. CONCLUSION 

The stability of a Granwald-Letnikov fractional model for 
influenza was examined in this work. The chaotic system of 
Russell was then introduced. Finally, the anomalous diffusion 
equation under diffusion was solved using the compact finite 
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difference approach, and it was shown that these methods are 
unconditionally stable. The efficiency of finite difference 
methods and intensive finite difference methods is 
demonstrated numerically .  

A compact difference approach is used to analyze a class of 
fractional sub-diffusion problems in this research. To solve the 
problem, we use a combination of compact approximation for 
discretizing the temporal variable and a fourth-order compact 
difference scheme for discretizing the spatial variable. In 
temporal and spatial variables, this type of compact difference 
method achieves (2-gamma) order and fourth-order accuracy, 
respectively. The scheme is more accurate than ones presented 
by many others. The energy approach is used to check the 
scheme's stability and convergence in maximal norm, where a 
new inner product is introduced. This inner product plays a 
critical role in our analysis of maximal norm estimates, which 
is one of the paper's primary contributions. We can also verify 
that the difference scheme (5.1) is convergent with the 

convergence order f 
2( )O h   of in maximum norm using 

the analytical method presented in this article. 
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