
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
The home of media professionals, 

technologists, and engineers. 
 
 

 
 

Copyright © 2023 by SMPTE ® - All rights reserved. No part of this publication may be reproduced, stored in a 

retrieval system, or transmitted in any form or by any means, with the express written permission of the publisher 

SMPTE ENGINEERING REPORT 

Artificial Intelligence 
and Media 
SMPTE ER 1010:2023 



Copyright © 2023 by THE SOCIETY OF MOTION PICTURE AND TELEVISION ENGINEERS 
445 Hamilton Ave., White Plains NY 10601, (914) 761-1100 
Approved November 27, 2023 

SMPTE ER 1010:2023 

SMPTE ENGINEERING REPORT 

Artificial Intelligence and Media 
 

 

Page 1 of 41 pages 

Table of Contents 
1 Scope ............................................................................................................................................. 3 
2 Introduction to machine learning ............................................................................................... 3 
3 Deep learning ................................................................................................................................ 6 
4 Supervised learning ..................................................................................................................... 7 

4.1 Overview ........................................................................................................................................ 7 
4.2 Classification .................................................................................................................................. 7 
4.3 Regression ..................................................................................................................................... 7 

5 Unsupervised learning................................................................................................................. 8 
5.1 Overview ........................................................................................................................................ 8 
5.2 Dimensionality Reduction ............................................................................................................... 8 
5.3 Clustering ....................................................................................................................................... 8 

6 Self-supervised learning ............................................................................................................. 8 
7 Reinforcement learning ............................................................................................................... 9 
8 Generative AI .............................................................................................................................. 10 

8.1 Large Language Models .............................................................................................................. 11 
8.2 Variational Auto-encoders ............................................................................................................ 12 
8.3 Generative Adversarial Networks ................................................................................................. 13 
8.4 Diffusion models ........................................................................................................................... 15 
8.5 LLM Benchmarking ...................................................................................................................... 16 

9 The impact of AI on the media industry ................................................................................... 17 
9.1 Content production and creation .................................................................................................. 18 
9.2 Content enhancement .................................................................................................................. 19 
9.3 Audience reach ............................................................................................................................ 19 
9.4 Content recommendation and personalization ............................................................................ 20 

9.4.1 User profile ........................................................................................................................... 20 
9.4.2 AI in Recommendation Systems .......................................................................................... 20 
9.4.3 Context-Aware Recommender Systems .............................................................................. 21 

10 AI Ethics ...................................................................................................................................... 21 
10.1 What is AI Ethics? ........................................................................................................................ 21 
10.2 Why Should Ethics Be Useful in AI Development? ...................................................................... 22 

10.2.1 Because AI Is Early, Critical, and Misunderstood ................................................................ 22 
10.2.2 Because It’s the Law ............................................................................................................ 22 



SMPTE ER 1010:2023 

Page 2 of 41 pages © SMPTE 2023 – All Rights Reserved 

10.2.3 Because Failing Is Expensive .............................................................................................. 22 
10.2.4 Because Media Needs Its Own Voice .................................................................................. 23 
10.2.5 Because It’s Fundamental .................................................................................................... 23 

10.3 Some Core Principles ................................................................................................................... 24 
10.3.1 Broadness ............................................................................................................................ 24 
10.3.2 Fit ......................................................................................................................................... 24 
10.3.3 Inclusivity .............................................................................................................................. 24 
10.3.4 Transparency and Trust ....................................................................................................... 24 
10.3.5 Openness ............................................................................................................................. 25 

10.4 The AI Ethics Pipeline .................................................................................................................. 25 
10.4.1 Organization ......................................................................................................................... 25 
10.4.2 Product Design ..................................................................................................................... 26 
10.4.3 Data Collection ..................................................................................................................... 27 
10.4.4 Modeling ............................................................................................................................... 29 

11 AI standards landscape ............................................................................................................. 30 
11.1 State of play ................................................................................................................................. 30 
11.2 Regulation background ................................................................................................................ 31 
11.3 AI discussion hubs ....................................................................................................................... 31 
11.4 Standardization policy .................................................................................................................. 32 
11.5 Overview of AI standards ............................................................................................................. 33 
11.6 Examples of AI standards ............................................................................................................ 35 
11.7 Data-related Standards ................................................................................................................ 35 

12 Opportunities for new AI/ML standards ................................................................................... 36 
12.1 Overview ...................................................................................................................................... 36 
12.2 Ontologies .................................................................................................................................... 36 
12.3 Model metadata ............................................................................................................................ 36 
12.4 Benchmarking .............................................................................................................................. 37 
12.5 Recommender systems ............................................................................................................... 38 
12.6 Data usage recommended practices ........................................................................................... 38 
12.7 Cloud computing .......................................................................................................................... 38 
12.8 AI Ethics ....................................................................................................................................... 38 

13 Datasets and the Need for Data ................................................................................................ 39 
13.1 Public Datasets ............................................................................................................................ 39 
13.2 Need for Future Datasets ............................................................................................................. 40 
13.3 Alternatives to Public Datasets .................................................................................................... 40 

14 Conclusion .................................................................................................................................. 41 
Acknowledgments .................................................................................................................................... 41 
 

  



 SMPTE ER 1010:2023 

© SMPTE 2023 – All Rights Reserved Page 3 of 41 pages 

1 Scope 
This report is intended to provide background to media professionals on artificial intelligence (AI) and 
machine learning (ML). The report surveys how AI/ML are being used for media production, distribution, 
and consumption. It explores ethical implications around modern AI systems and provides background on 
current standards activities and possible opportunities for future standards. It also considers the need for 
datasets to help facilitate research and development of future media-related applications. 

2 Introduction to machine learning 
Initial attempts at defining and building artificial intelligence, from the 1950s to the 1970s, focused for the 
most part on the formation and manipulation of knowledge. This was—and still is—an optimal place to start. 
After all, acquiring, growing and integrating knowledge across dimensions of the real world is the main 
attribute of intelligence. 

But these initial efforts sidestepped the biggest challenge in knowledge formation: abstracting low-level 
data into symbolic representation (objects, situations, etc.) and contextually integrating these 
representations into knowledge that can dynamically evolve based on context. Because they lacked big 
data and powerful computation, AI experts skipped to the latter part of the knowledge pipeline, creating 
applications that would reason through logic on pre-packaged symbols and rules built through traditional 
if/then statements. This was the golden age of “expert systems.” 

But as AI was going through its first “winter” in the 1970s and 1980s, computer scientists, empowered by a 
rise in availability of data and large computational power, started pointing out the limitation in this traditional 
approach, asking a very good question: 

“Where does the knowledge come from?”1. 

Many complex tasks cannot be fully modeled by traditional programming (if/then) statements (e.g., driving 
a car, recognizing objects in a photo, or predicting stock prices). Therefore, expert systems (see ) offer no 
practicable way to build applications to conduct such tasks. 

 

1 Miroslav Kubat, in “An Introduction to Machine Learning”, Springer, 2017, p. ix. 
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Figure 1 — Fields of AI 

This simple question propelled some computer scientists to almost entirely throw out the hypotheses and 
methods developed since 1956 and return to some of the initial AI architectures (neural networks) to start 
a major revolution in machine learning. 

Very simply put, “machine learning is about extracting knowledge from data”, without having to explicitly 
feed a machine any information, or procedure, about this data2. 

Machine learning is also the domain of AI that has seen the most acceleration in the past 10 years. The 
advent of deep neural network architectures, together with the increasing availability of large (and curated) 
datasets and the “supercomputing for $10/hour” revolution, have all converged to produce dramatic 
innovation. 

Today, machine learning is touching almost every single aspect of our lives, from product and content 
recommendations to auto-tagging of pictures, digital assistants, online search, automatic voice recognition, 
voice synthesis and more recently content generation via Generative AI. 

AI models generally fall into two broad categories: 

• Discriminative: The models differentiate between data points. Those form the vast majority of 
supervised learning algorithms (such as classification). 

• Generative: The models learn the underlying patterns in the training data to generate new data similar 
to the training data. Because they can create models from raw data, generative models are very popular 
in current machine learning. 

 

2 Andreas Muller, Sarah Guido, Introduction to Machine Learning with Python, O’Reilly Books, 2016, p.1. 
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There are roughly four categories of machine learning methods: 

• Supervised learning: Algorithms that create representations and patterns from labeled data. In 
supervised learning, we know both the input and the output/outcome. The models are trained on each 
input-output pair, and with enough training examples to ensure effectiveness and accuracy. 

• Unsupervised learning: Algorithms that recognize patterns in unlabeled data. Clustering and 
dimensionality reduction are both unsupervised ML methods. 

• Self-supervised learning (SSL): Methods for processing unlabeled data to obtain representations that 
can be used in downstream learning tasks. The most salient feature of self-supervised learning (SSL) 
methods is that they do not require human annotated labels. SSL algorithms use labels automatically 
generated from data. For instance, a masked word in a sentence is a label and the model must predict 
it. To predict the masked words, SSL builds a large language model (LLM) that can then be used to 
perform more complex tasks than missing word prediction. 

• Reinforcement learning (RL): Algorithms that classify input and output data according to a “reward 
function” acting as feedback to the agent. In reinforcement learning, artificial agents “learn” 
autonomously by computing all possible models between input and output data and “pruning” models 
based on the reward function. In his excellent book “How Smart Machines Think,” Google engineer 
Sean Gerrish refers to this as “teaching computers by giving them treats”3. 

 

3 Sean Gerrish, How Smart Machines Think, MIT Press, 2018, p.89. 
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3  Deep learning 
In the strict sense, deep learning is not related to the training process but to its fundamental architecture. 
The deep learning models can be trained using supervised, self-supervised or unsupervised algorithms. 
Deep learning models use multiple layers to progressively extract higher-level features from the raw input 
and does need features generated by external processing. Some aspects of deep learning models are bio-
inspired. Indeed, artificial neural networks (ANNs) are AI models inspired by biological neural networks. At 
the core of these systems are interconnected units or nodes, called artificial neurons, each of which 
produces a real-valued output. Stacking layers of these artificial neurons, ANNs can perform complex tasks 
on unstructured signals like audio or video as humans do. 

 

Figure 2 — Layers and generated features of a deep neural network for facial recognition, source4. 
At the left of the layers, are the stimuli (a fraction of the inputs), and at the right, the outputs to 

these stimuli. 

 

4 Masi, Iacopo, Yue Wu, Tal Hassner, and Prem Natarajan. "Deep face recognition: A survey." In 2018 31st 
SIBGRAPI conference on graphics, patterns and images (SIBGRAPI), pp. 471-478. IEEE, 2018. 
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Deep learning models are based on ANNs, but with several 'hidden' layers between the input and output 
layers. These intermediate layers transform the input data into a form that the output layer can use for 
prediction. Hidden layers in deep learning refer to the extended layers through which data is transformed, 
enabling the model to learn and extract complex patterns via a hierarchy of progressively complex features. 
More layers are used to build a representation of the input signal that will be well suited to match the input 
signal and the labels.  illustrates the functionalities of the layers for facial recognition systems. In this case, 
it is interesting to notice that the first layers are very similar to filters created by humans for image 
processing, 30 years ago with a mathematical approach. The higher layers learn more complex features 
that are humanly understandable. 

The impact of deep learning is significant and widespread, pushing boundaries in a variety of fields. It has 
contributed to breakthroughs in areas such as computer vision, natural language processing, speech and 
audio recognition, and even bioinformatics. In the field of computer vision, convolutional neural networks, 
a specific class of deep learning models, have succeeded in recognizing and identifying faces, everyday 
objects, road signs and much more. 

4 Supervised learning 
4.1 Overview 
Supervised learning is a robust and prevalent type of machine learning, in which algorithms predict a pre-
labeled outcome from a given input. 

For example, if we were to build an application that can distinguish dogs from cats in pictures, then we 
might feed a supervised learning algorithm hundreds of thousands (often millions) of pictures of dogs and 
cats labeled “dog” and “cat.” 

However, to be powerful enough to recognize many different types of dogs and cats, the learning algorithm 
must be fed training data with a wide range of diverse samples. This highlights the main constraint of 
supervised learning: it is entirely reliant on the size, diversity and structure of the training data. 

There are two major types of supervised learning methods: classification and regression. 

4.2 Classification 
As its name implies, classification seeks to predict the class of the input data among a set of labels that are 
explicit in the data. For example, “spam” vs “not-spam” are two classes; dogs, cats, elephants and penguins 
are four classes; etc. Classification can be binary (between a set of two classes) or multiclass (among more 
than two classes). 

4.3 Regression 
Regression seeks to predict not a class but a continuous numerical value, so it is restricted to numerical 
data. It can predict the statistical relationship between a set of numerical variables. One of the most 
commonly featured examples of regression problems is predicting home values based on various numerical 
features of the home. 
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5 Unsupervised learning 
5.1 Overview 
Unsupervised learning is an important part of a more exploratory approach in data science, and can help 
with large and highly dimensional datasets, but is hard to evaluate because there is no single correct answer 
(“ground truth”); however, it provides an effective set of tools to surface the latent variables in a highly 
dimensional dataset. 

Unsupervised learning falls mainly into two categories and related use cases: dimensionality reduction and 
clustering. 

5.2 Dimensionality Reduction 
As its name implies, dimensionality reduction is a set of techniques that learn fundamental patterns in data 
to compress it into a simpler, more compact representation maximizing the information density. 

5.3 Clustering 
Clustering groups together data points that are similar to one another. A clustering algorithm detects 
similarity and classifies the input data into a number of distinct clusters. Algorithms may vary with respect 
to the manner in which they classify the input data, which criteria they optimize for, and which assumptions 
are made in the process. 

6 Self-supervised learning 
Self-supervised learning has an advantage over supervised learning in that it does not require labeled data, 
but is different from unsupervised learning, because labels (the data to predict) are extracted from training 
data itself. For example, in text, the data driving the training can be hidden words to be guessed, or in 
images, it can be masked pixels to be filled. 

Machine learning models can be either discriminative or generative, as explained in the introduction, and 
the recent generative models that have been a breakthrough in the field of AI are trained using a self-
supervised approach. As there is no need to annotate the data for training, self-supervised learning allows 
generative models to exploit a diverse and massive amount of data. This explosion of the size of the training 
set suggests that some models might be being trained using unchecked data that may be biased or of poor 
quality. 

The basic idea behind a generative model is to take a large number of examples from the training set and 
to learn the probability distribution that generates those training examples. As an example, the predominant 
LLMs use autoregressive models, a type of probabilistic model that predicts the probability of a word (or a 
token) in a sequence based on the preceding ones. 

The dream of AI researchers is to be able to generate knowledge about the world as a whole. And as 
humans know, the world is messy. So generative machine learning algorithms need to learn from data that 
is sometimes large, but most often sparse, unstructured, and biased. The chapter on generative AI explains 
the principle and application of some generative self-supervised models. 
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7 Reinforcement learning 
In their monumental “Reinforcement Learning: An Introduction,” Richard Sutton and Andrew Barto define 
Reinforcement Learning as follows: 

“Reinforcement Learning is learning what to do—how to map situations to actions—so as to 
maximize a numerical reward signal. The learner is not told which actions to take, but instead must 
discover which actions yield the most reward by trying them.”5 

 

Figure 3 — Principle of reinforcement learning 

In Reinforcement Learning (see ) the environment first presents an initial state to the agent, which causes 
it to generate an action. This action results in a reward for the agent, which, when processed by the reward 
function, leads to the creation of another action aimed at maximizing the reward. After many rounds of this 
cycle, which is essentially a process of trial and error, the agent learns to identify the optimal sequence of 
actions, or the policy, that leads to the maximization of rewards in the environment. 

In summary, Reinforcement Learning maps an agent's state to the best (probabilistically estimated) action 
using the reward function, which evaluates the reinforcement signal of each action so that the next action 
further maximizes the reward and gets closer to the agent's goal in the environment. It is believed that with 
enough training through RL, an agent can surpass even human intelligence in certain domains, including 
quite complex ones. Video games are a major area where computational agents are already approaching, 
and sometimes surpassing, human-level intelligence. 

 

5 Richard Sutton, Andrew Barto, Reinforcement Learning: An Introduction, 2nd Edition, Cambridge, MIT Press, 2018, 
p.1. 
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8 Generative AI 
Generative AI is a type of machine learning in which a model is trained to generate new data. The goal is 
to create a representation of the data that will serve as an engine to generate other data. For example, if 
the data is text, a language model will be generated. Unlike discriminative models that predict labels based 
on input features, generative models use those features to understand and replicate the data distribution. 
Generative models have myriad applications, including creating realistic images, composing music, and 
writing text. Notable examples of generative models include Generative Adversarial Networks (GANs), 
Variational Autoencoders (VAEs), diffusion models such as OpenAI DALL-E 26 or Midjourney7 for image 
generation, and transformer-based models like chat-GPT8 (Generative Pretrained Transformer) for text 
generation. 

One of the most interesting aspects of generative AI is its potential to produce new and creative solutions 
to problems that are difficult or impossible to solve using traditional rule-based programming methods or 
other machine learning approaches. In the media domain, Large Generative AI Models (LGAIM) are used 
to create images, video clips, texts, music and creative works. Table 1 provides an overview of the popular 
LGAIM models. 

Table 1 — Examples of LGAIM Models 

Data generated Training Example Capabilities 

Text words or word tokens GPT-3, LaMDA, 
LLaMA, BLOOM, GPT-

4, Falcon 

NLP, Natural Language 
Generation, Translation 

Images images with text 
caption 

Imagen, DALL-E, 
Midjourney, Stable 

Diffusion 

Images, logos … 

Music audio waveforms of 
recorded music with 

text annotations 

MusicLM Music, different styles 

Video annotated video Gen1, Make-A-Video Video clips 

Text and image text and image GPT-4, CLIPS Content retrieval, 
content description, 
content generation 

3D models Text and 3D outputs Point-E, FlexiCubes 3D meshes, point 
clouds 

 

 

6 DALL·E 2 is an AI system that can create realistic images and art from a description in natural language 

7 Midjourney generates images from natural language descriptions, the tool is designed by an independent research 
lab Midjourney, Inc. 

8 chat-GPT ChatGPT is a large language model-based chatbot developed by OpenAI that allows users to refine and 
direct a conversation and perform natural language processing tasks such as summarizing or tagging. 
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8.1 Large Language Models 
Large language models (LLMs) are an essential part of Generative AI in the field of Natural Language 
Processing (NLP). These models are trained to predict the probability of a sequence of words considering 
the previous words or token. In essence, an LLM is trained on a large corpus of text and learns the 
probability of a word given the previous words. LLMs, such as the commercial solution ChatGPT published 
by OpenAI or the conditionally open-source Llama-29 developed by Meta, are capable of generating 
coherent and contextually relevant sentences. 

These models harness the power of transformer neural networks to learn long-term dependencies in text. 
In terms of complexity and cost, LLMs have, by order of magnitude, billions of parameters to tune which 
require huge amounts of data and high computing resources; for instance, GPT-3 has 175 billion 
parameters. In terms of training requirements, Falcon-40B10, an open-source LLM developed by the Abu 
Dhabi Institute for Technological Innovation (TII), has been trained on 1.5 trillion tokens (roughly equivalent 
to words). It achieves outstanding performance, using only around 75% of the GPT-3 training computation 
budget. 

The training process required 384 NVIDIA A100 GPUs on AWS running for two months. The model is 
available in two versions: one with 40 billion parameters and a lighter version with 7 billion parameters, 
offering a degree of flexibility depending on the hardware capacity available. In terms of applications, LLM's 
capabilities include, but are not limited to, automated customer service, content creation, translation and 
even coding assistance. 

Besides NLP, generative AI has made significant progress in computer vision. Like LLMs, models such as 
GANs, VAEs, and diffusion models learn to create new content that reflects the statistical properties of the 
training data. 

 

9 LLaMA-2 (Large Language Model Meta AI) is a foundational LLM released by Meta and Microsoft to use for 
research and commercial applications. 

10 Falcon LLM is a foundational LLM released by TII under the open source Apache2.0 License. 
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8.2 Variational Auto-encoders 
A Variational Auto Encoder (VAE, see Figure 4) is a type of Auto Encoder used for learning efficient 
representation of input data for the purpose of generating new data. It consists of two main parts: an 
encoder, which compresses the input into a latent-space representation, and a decoder, which reconstructs 
the input data from this compressed representation. The latent space contains the minimal information 
required for data representation, which can be used to generate new data. VAEs are trained to minimize 
the reconstruction error with the constraint of providing the generation capability, this is the key difference 
compared to classical Auto Encoders. It aims to produce outputs that closely match the original inputs from 
the latent space. For the generation of new outputs, a random noise that is consistent with the learned 
statistical properties is created in the latent space and filtered by the decoder. 

 

Figure 4— Principle of VAE11 

VAEs are widely used in tasks like noise reduction, feature extraction, anomaly detection and image or 
sound generation. 

 

11 https://en.wikipedia.org/wiki/Variational_autoencoder 

https://en.wikipedia.org/wiki/Variational_autoencoder
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8.3 Generative Adversarial Networks 
A Generative Adversarial Network (GAN) is a class of machine learning systems invented by a Google AI 
research team led by Ian Goodfellow12 in 2014. A GAN consists of two neural networks, a generator and a 
discriminator, which are trained together (see Figure 5). The goal of the generator is to produce data that 
is indistinguishable from real data, while the goal of the discriminator is to distinguish between real and fake 
data. Through this adversarial process, both networks improve over time, with the generator producing 
increasingly realistic data. 

 

Figure 5— Training principle of GANs13 

GANs can be used for content creation: 

• to generate new data for training AI models 

• to generate and transform images 

• for voice cloning 

• to generate deep fake videos 

• to generate paintings from photos 

• to animate photos from videos 

 

12 Ian J. Goodfellow is an American computer scientist, engineer, and executive, most noted for his work on artificial 
neural networks and deep learning. 

13 https://developers.google.com/machine-learning/gan/gan_structure 

https://developers.google.com/machine-learning/gan/gan_structure
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One of the most popular applications of GAN is the generation of realistic human faces as shown in Figure 6. 

 

Figure 6 — Fake face generated by a GAN on https://thispersondoesnotexist.com/ 
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8.4 Diffusion models 
Diffusion models are generative models that use a two-step process to train (see Figure 7). A standard 
diffusion model has two major domains of processes: Forward diffusion and reverse diffusion. In a forward 
diffusion stage, the image is corrupted by gradually introducing Gaussian noise until the image becomes 
complete random noise.14 In the reverse process, a series of Markov chains are used to recover the data 
from the Gaussian noise by gradually removing the predicted noise at each time step inference.15 

These models are highly computationally demanding, and training requires a very large memory, which 
makes it impossible for most practitioners to even attempt the method. Diffusion Models have recently 
showed a remarkable performance in Image Generation tasks and have superseded the performance of 
GANs and VAEs in this field. Diffusion models are considered to be foundation models, which are those 
that can be adapted to a wide range of downstream tasks. Foundation models are large-scale AI models 
that are trained in a self-supervised way on large amounts of unlabeled data. Among the most popular 
examples of foundation models are diffusion models, GANs, LLMs and VAEs, which power well-known 
tools such as ChatGPT, DALLE-2, Segment Anything and BERT. 

 

Figure 7— General principle of diffusion models14 

 

14 Ho, Jonathan, Ajay Jain, and Pieter Abbeel. "Denoising diffusion probabilistic models." Advances in neural 
information processing systems 33 (2020): 6840-6851. 

15 Ian J. Goodfellow is an American computer scientist, engineer, and executive, most noted for his work on artificial 
neural networks and deep learning. 
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8.5 LLM Benchmarking 
Large Language Models (LLM) is a class of LGAIMs that are trained to generate text. In terms of training 
strategy, self-supervised learning has been a key factor in the success of the LGAIMS. LLMs are 
predominantly trained on large amounts of raw text data using a language modeling task. In the case of an 
auto-regressive model, this task aims to predict the next most likely word in a sequence based on the 
previous words. By training on this task, the model learns to grasp the complex statistical structure of natural 
language, including syntax and semantics, allowing it to produce high-quality text. This is a very active area 
of research, but off-the-shelf products that leverage LLMs are now available to end users. For example, 
OpenAI ChatGPT is a very popular product that was built on top of GPT-3.5, an LLM built and 
commercialized by OpenAI. LLMs are the foundation for almost all major language technologies, but their 
capabilities, limitations, and risks are not well understood. 

As the training of the LLM is performed on a pretext task (like the prediction of the next words), their 
evaluation becomes a complex problem. The performance on this pretext task cannot necessarily predict 
the performance on other tasks like content annotation, summarization, natural language generation. 

In recent years, several benchmarks have been developed to assess the performance of LLMs. But there 
is no consensus, and the benchmarks vary in their scope and evaluation criteria, making it difficult to 
compare the results. Several benchmarking frameworks are available in the research area, including Pile16, 
SuperGLUE17, MMLU18 and HELM19. 

One of the most used frameworks, Holistic Evaluation of Language Models (HELM), is a comprehensive 
framework for improving the transparency of language models. It involves the design of a taxonomy to 
describe the vast space of potential test scenarios and metrics of interest. A broad subset of cases is 
selected based on coverage and feasibility, and a multi-metric approach measures performance, accuracy, 
calibration, robustness, fairness, bias, toxicity and efficiency. 

To overcome the problem of increasing complexity and number of tasks to be evaluated, another approach 
to benchmarking is the minimalist approach proposed in the LMentry20 framework. This involves assessing 
the basics of performance before extrapolating to more complex tasks, using simple language tasks that a 
primary school child might answer. 

In short, the search for a comprehensive benchmark for evaluating language models in all aspects of real-life 
language use is still ongoing. Some opportunities for standards in this area are outlined later in the report. 

 

16 Gao, L., Biderman, S., Black, S., Golding, L., Hoppe, T., Foster, C., Phang, J., He, H., Thite, A., Nabeshima, N. and 
Presser, S., 2020. The pile: An 800gb dataset of diverse text for language modeling. arXiv preprint arXiv:2101.00027. 

17 Wang, A., Pruksachatkun, Y., Nangia, N., Singh, A., Michael, J., Hill, F., Levy, O. and Bowman, S., 2019. 
Superglue: A stickier benchmark for general-purpose language understanding systems. Advances in neural 
information processing systems, 32. 

18 Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D. and Steinhardt, J., 2020. Measuring massive 
multitask language understanding. arXiv preprint arXiv:2009.03300. 

19 Liang, P., Bommasani, R., Lee, T., Tsipras, D., Soylu, D., Yasunaga, M., Zhang, Y., Narayanan, D., Wu, Y., Kumar, 
A. and Newman, B., 2022. Holistic Evaluation of Language Models.(2022). URL https://arxiv. org/abs/2211.09110. 

20 Efrat, A., Honovich, O. and Levy, O., 2022. LMentry: A language model benchmark of elementary language 
tasks. arXiv preprint arXiv:2211.02069. 
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9 The impact of AI on the media industry 

 

Figure 8— Closing the loop to reach audiences21 

AI has become a crucial element in the media industry, revolutionizing a multitude of sectors including 
content production, audience analytics, content recommendation, archives analysis. Figure 8 illustrates the 
interactions to deliver relevant content to the audience via linear or non-linear channels. This chapter 
provides an overview of the impact of AI on various facets of media and broadcasting21. 

 

21 Rouxel, A., 2020, October. AI in the Media Spotlight. In Proceedings of the 2nd International Workshop on AI for 
Smart TV Content Production, Access and Delivery (pp. 1-2). 
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9.1 Content production and creation 
In the realm of content production, AI enables automated production and content enrichment. AI's ability to 
automate production processes increases efficiency, making it possible to generate new types of content 
more quickly. shows an example of the capabilities of AI's real-time data display. 

 
Image: Second Spectrum22 

 Figure 9 — Real-time statistics and content enrichment 

In sports video production, AI algorithms are used to produce near real-time content from 360° or 
autonomous cameras. To do so, the AI models must be able to recognize in-game situations and match 
highlights to produce relevant and high-quality content. Automated video editing uses similar technologies 
such as player tracking and highlight detection, paving the way for low-cost content publishing on social 
networks. For low-attendance soccer matches, automated content production and publication are already 
being used by broadcasters on their paid platforms. To take real-time content production a step further, AI 
is used to generate real-time statistics such as players' top speed, shot speed and passing probabilities to 
analyze the game and improve the user experience. 

Furthermore, generative AI is revolutionizing content creation by automatically generating content, assisting 
in scriptwriting, fiction writing, music, images, and videos. AI's role in video editing is equally transformative, 
as it can analyze footage to produce coherent editing, increase productivity, and generate summarization 
for trailers, thumbnails, and sports event highlights. 

 

22 https://www.secondspectrum.com/index.html 

https://www.secondspectrum.com/index.html
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9.2 Content enhancement 
AI plays a significant role in content tagging. First, the exponential growth of produced content requires 
automation of content tagging to enhance the content and make it searchable in archive to enable its 
repurposing. In the field of metadata, automatic metadata extraction is an important application that uses 
AI, utilizing facial recognition, speaker identification, landscape detection, object recognition, text tagging, 
and topic extraction from text. Generative AI may propose new ways to search for content based on multi-
modal description and similarity search, rather than explicitly tagging content. OpenAI CLIP23 (Contrastive 
Language-Image Pretraining) and Google LiT24 (Locked-Image Tuning) are multi modal models to perform 
tasks that require an understanding of both images and text. Such approaches can improve content retrieval 
and tagging on archives. 

Video summarization is another process for adding value to content. It consists of slicing content by 
selecting sections that contain key points. AI can be used to suggest summaries to the editor or to generate 
them automatically. This technology allows content to be repurposed or trailers to be generated in different 
lengths. This is the key technology for repurposing content and automatically adapting content for posting 
on social networks. In the same category, automatic thumbnail extraction is widely used by broadcasters. 

9.3 Audience reach 
AI helps to ensure content reaches the right audience, at the right time, on the right platform. This includes 
strategies for disseminating, republishing, or repurposing content. 

Media companies are increasingly using AI to target audiences and optimize their content distribution 
strategy. Machine learning models analyze audience data to create audience segments and profiles, which 
are used to distribute content at the optimal time through the right channels and platforms. Audience 
segments form the basis of the repurposing strategy (i.e., republishing and refactoring content to target 
specific audiences on specific social networks, such as TikTok or Instagram). 

AI-powered tools that combine ML and big data analytics enable real-time monitoring of social network 
trends, popular topics and successful articles. Semi-automated in nature, these tools inform editorial 
decisions to identify the content that meets the trends. AI's pattern recognition capabilities enable media 
companies to correlate content with social trends. By using AI models such as predictive analytics, media 
companies can determine what content will resonate with audiences based on trending topics. 

In summary, AI technologies such as ML, NLP, and predictive analytics play an essential role in improving 
content strategies and ensuring that media companies remain agile and responsive to audience behavior 
and preferences. 

 

23 https://openai.com/research/clip 

24 https://google-research.github.io/vision_transformer/lit/ 

https://openai.com/research/clip
https://google-research.github.io/vision_transformer/lit/
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9.4 Content recommendation and personalization 
AI algorithms can identify patterns in user behavior to provide personalized content recommendations, 
enhancing user engagement and satisfaction. 

Content recommendation and personalization play pivotal roles in the current age of information. As 
information and available content surge at an exponential rate, it becomes increasingly difficult for users to 
navigate this vast ocean of data. The content recommendation systems offer a solution to this overwhelming 
problem by providing more personalized and tailored content to each user 

9.4.1 User profile 
A prerequisite for the process of content recommendation and personalization is understanding the user. 
The granularity of these analytics ranges from individual users to broader communities. User analytics focus 
on individual user behavior. It records a user's browsing history, time spent on pages, clicks, and other 
online activities. This data is a gold mine as it provides the AI system with raw material to learn and predict 
a user's preference for future content. Community analytics go a step further, examining the behavior of a 
group of users who share similar interests. Studying communities can aid in understanding broader trends 
and patterns that may not be immediately apparent at the individual user level. They also help in providing 
recommendations to a user based on the actions of their community, even if the users themselves have 
not shown explicit interest in such content. 

9.4.2 AI in Recommendation Systems 
Recommendation systems are prominent applications of AI that rely on two main techniques: collaborative 
filtering and content-based filtering. 

Collaborative filtering is a model built on the similarity between users, operating on the assumption that 
people who agreed in the past will agree in the future. This method is extremely potent, as it does not need 
to understand the content of the recommended object, making it versatile for various domains such as 
movies, music, and news. 

Content-based filtering methods base their recommendations on the description of the items, pushing 
forward items similar to those that a user liked in the past. The description of the content, thus, becomes a 
key factor. Many systems now use AI-derived embeddings to recommend similar content. Embeddings are 
a way to convert the description of items into a mathematical representation that machines can understand 
and compare. 

One of the main pitfalls of recommender systems is the "bubble effect": the AI system adapts so well to 
user preferences that it tends to recommend only very similar types of content. This bubble can prevent 
users from discovering new and diverse content. In practice, however, recommendation systems can 
combat the bubble effect by incorporating strategies such as diversity and randomness to ensure that 
content is not only relevant, but also diverse and sometimes surprisingly well matched. In addition, the use 
of hybrid filtering techniques that combine collaborative filtering and content-based filtering, and the 
provision of user-controlled parameters, further increases the diversity of recommendations. This diversity 
of content is achieved by providing a mix of popular trends and personal tastes, while allowing users to 
adjust the degree of novelty of their content. 
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9.4.3 Context-Aware Recommender Systems 
Context-Aware Recommender Systems25 (CARS) extend traditional recommendation systems by 
considering both the user's past behavior and the current context. This contextual data can include a wide 
range of factors such as the user's current location, time of day, prevailing weather conditions, and 
significant recent events. For example, a video recommendation system, such as those on streaming 
platforms, could adjust its recommendations based on the day of the week and time of day. Additionally, 
during a major sporting event such as the World Cup or Super Bowl, the system could prioritize related 
content, recaps, or related documentaries to capitalize on the heightened interest in these events. 

In essence, the integration of AI into content recommendation and personalization is reshaping the way 
users interact with content. It touches many aspects of the user profiles and the content consume influence 
users and society at a larger scale. 

Standardization opportunities for recommender systems are covered later in this report. 

10 AI Ethics 
10.1 What is AI Ethics? 
AI ethics is the set of ethical considerations involved in the design, development, and deployment of artificial 
intelligence systems. Because it is hand-built, by humans for humans, AI architectures encode 
organizational values and human biases at all levels, from data collection to model deployment. 

As such, AI ethics is concerned with virtually all aspects of development: design for social and 
environmental good, respect for privacy and minority representation in data collection, racial, gender, and 
cultural bias in training data, inclusivity in data science teams, biases in machine models, the need for 
transparency and explainability, and of course, benevolence of end-uses. AI ethics is a vast ecosystem of 
practices, systems, and goals. 

In the media industry, this means that ethical considerations are present throughout the data science 
pipeline. Especially where data informs decisions. Some ethical considerations are more strategic, such as 
hiring diverse teams or setting up robust processes to protect consumer privacy. Others, such as reviewing 
minority representation in training data, are more tactical and should be embedded in data science and 
product development teams. AI ethics is an emergent property of the machine intelligence pipeline arising 
from ethical considerations at all levels of the organization. 

As data science spreads throughout media-making decisions and workflows, it is important for 
organizations to develop the confidence that their data and models are fully understood. This means they 
are transparent and auditable, trusted, rid of unseen biases, and do not result in privacy violations or 
discriminatory outcomes. 

Direct-to-consumer business models and the considerable opportunity presented by the emergence of 
multiverse environments are pushing the industry much farther into the arms of machine models, and thus 
creating even stronger ethical requirements. Computer vision models, large language models, and 
generative models, have all crossed a threshold of performance that carries opportunity and ethical risk. 
"Deepfakes" arise from a powerful but ethically dangerous technology. Synthetic characters and agents 
(chatbots) pose considerable ethical dilemmas. 

 

25 Adomavicius, G. and Tuzhilin, A., 2010. Context-aware recommender systems. In Recommender systems 
handbook (pp. 217-253). Boston, MA: Springer US. 
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10.2 Why Should Ethics Be Useful in AI Development? 
10.2.1 Because AI Is Early, Critical, and Misunderstood 
AI is at the same time disruptive, vague, complex, experimental—and a great story. It is difficult to 
understand, and easy to load up with fears and fantasies. 

This is a dangerous combination. The convergence of corporate hype, fledgling methods, biased datasets, 
and the urgency to productize, are all fertile grounds for failure—and failure is generally good with tentative 
tech like AI—except when models are put in a position to make decisions about policing, hiring, synthetic 
conversations, or even content recommendation and personalization. Then, failure may come at a high 
human cost. 

The time to discuss ethical considerations in AI is now, while the field is still nascent, teams are being built, 
products roadmapped, and decisions finalized. 

10.2.2 Because It’s the Law 
According to the United Nations Conference on Trade and Development, 77% of all UN member states 
already have data privacy laws or have pending legislation. GDPR (European Union), and the joint 
CCPA/CPRA in California have already alerted the private sector about the attention regulators are paying 
to consumer data and artificial intelligence-driven decisions. But it seems the trend is growing and spreading 
around the world. The City of Los Angeles recently took legal action against IBM for misappropriation of 
user data for the latter’s weather app. Goldman Sachs has been investigated for discrimination against 
women in some credit card applications. The list goes on, and it will get much longer. 

10.2.3 Because Failing Is Expensive 
AI development is no longer just a technical issue, it is increasingly becoming a risk factor. Because AI is 
experimental, impactful, and expensive, organizations must examine the downside risk of deploying 
underperforming and unethical AI systems, especially because, in most cases, ethical and technical 
requirements are the same. For example, unseen bias is as bad for model performance as it is 
discriminatory. Model transparency is not just an ethical consideration: it is a trust-building instrument. 

In 2017, Amazon had to famously scrap costly machine-driven job applicant processing software because 
it discriminated against women, as it was trained on an overwhelmingly male dataset. This cost the 
company in three ways: (1) the obvious reputation hit for a computing leader, (2) the cost of developing, 
then scrapping, a faulty application, but most importantly, (3) the opportunity cost of making bad decisions 
based on biased machine learning models (i.e., trained on statistically biased data). The following year, an 
autonomous vehicle tested by Uber killed a pedestrian in Arizona, in part because its model had not been 
properly trained on jaywalking samples. 
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10.2.4 Because Media Needs Its Own Voice 
The media and entertainment industry is equal parts a creative industry and a tech industry. As such, it has 
its own voice, its own culture, and nearly 150 years of success marrying human and technological genius. 
It also holds a substantial and powerful place in our society as the mass distributor of human narratives and 
social norms. 

Media must bring this unique voice and hybrid human/machine culture both to AI development and the 
debate on AI ethics. And as the industry starts developing and deploying AI applications from development 
to distribution, there is a need to approach this issue at the industry level first. 

Media and entertainment companies collect and process large amounts of consumer data, for example. 
Increasingly, this means that they must comply with a growing list of legal regimes and data governance 
requirements. Similarly, there’s a substantial opportunity to use computer vision in the production (virtual 
production) and post-production processes (color correction, translation and localization, and of course, 
VFX work). 

The quality and diversity of training sets, how color correction can affect representation of minorities, and 
of course the use of “deepfake” technology, are all critical areas where ethical considerations are 
paramount. The media industry's history of sophisticated legal practice around likeness rights, royalties, 
residuals, and participations is a substantial advantage in navigating issues related to computational 
derivatives of image and content. 

A standards-based approach to verification and identification is key, and not only of the image (e.g., format 
and technical metadata), but also of the talent itself and the attestations of authenticity (i.e., quantitative 
notability, via citations and historical credits information). Persistent, interoperable, and unique identifiers 
have aided media supply-chains in the past, and could well help with the labeling and automating the 
provenance of authentic talent in the future age of AI in media and entertainment. 

At a minimum, requirements for data and model transparency would go a long way towards reinforcing trust 
in computational methods and help convert those in the industry still reluctant to use statistical learning to 
optimize human processes. Around the corner, the development of conversational agents (chatbots) 
creates serious ethical risks, especially as the industry looks to create highly immersive and personalized 
experiences in the multiverse. 

10.2.5 Because It’s Fundamental 
As mentioned, technical and ethical standards in AI are overwhelmingly one and the same. Bias is the 
model-killer. Black box algorithms help no one. Intellectual and cultural diversity is critical to high 
performance. Product teams must broaden their ecosystem view. 

Entangling the ethical implications of AI goes a long way towards deepening our collective understanding 
of the field. And thinking about AI ethics forces us into systems thinking, which is an almost Darwinian 
imperative in all areas of contemporary business, technology, and society. 
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10.3 Some Core Principles 
In his excellent book, "Trustworthy Machine Learning,"26 IBM researcher Kush Varshney compares the 
challenges of trustworthiness in AI and machine learning to those of processed foods. In the early 20th 
century, processed food companies like Heinz had to gain the trust of consumers and regulators through 
"unadulterated ingredients, transparent containers, sanitary food preparation, factory tours, labels, and 
tamper-resistant packaging." Inspired by this effort to build trust in an essential component of society (food), 
following are some core principles of AI ethics for the media industry. 

10.3.1 Broadness 
AI ethics should be viewed in the larger context of computational ethics. Whether or not they are built upon 
AI or ML architectures (increasingly they are), systems with impact on an organization, a business model, 
a revenue stream, a key life decision (such as hiring or getting a mortgage), a minority group, or medical 
treatment, are subject to bias. As such, they need to be understood, built transparently, and audited 
regularly. Computational bias, AI or not, means bias on a massive scale. Ethical considerations should be 
a systematic part of all aspects of digital product design, development, and QA. This seeding of ethics at 
the product level is essential to view bias as a complex ecosystem of inputs, features, models, outputs ... 
and outcomes. 

10.3.2 Fit 
We are what we build. Any organization’s output, products, and decisions (deliberate or not) inherently fit 
its culture and values. This is why AI ethics is high-stakes: it deploys an organization's culture and values 
on a large scale. Because they shape society at scale and have a history of taking the public interest 
seriously, media companies have a distinct responsibility to move forward with their AI ambitions, with full 
awareness of these applications' ethical considerations. They should ensure that all aspects of their 
development (including data collection), deployment, and end-uses, support the law as well as their own 
values regarding privacy, justice, tolerance, and human rights. 

10.3.3 Inclusivity 
Gender, racial, social, intellectual, and cultural diversity of all kinds are critical to maintaining a richness of 
voices, societal experiences, and cultures when developing AI systems. It's not just the right thing to do, it's 
the smart thing to do. AI and machine learning are extremely difficult to get right. They touch a large number 
of technical, academic, cultural and intellectual domains. The more diverse the voices, the more viewpoints, 
the more creative solutions, the more chances of success. Diversity creates richness in products and 
organizations, and is a critical factor in the performance of data science teams. It is also a bulwark against 
confirmation bias, which can be costly once enshrined in organizational processes and systems. 

10.3.4 Transparency and Trust 
The entire value chain of AI development, from product design to data collection to model deployment, 
should be secure, transparent, explainable, and auditable. Black box machine learning frameworks are 
both ethically and statistically dicey. They foster sloppiness in data science teams and mistrust for those 
already suspicious of machine models. What cannot be explained should not be deployed in a decision-
making environment. 

In a world where organizations are often too suspicious or too enthusiastic, only secure, transparent, 
explainable, and auditable machine models can scale resiliently. Additionally, all stakeholders deserve 
transparency, each in their own language, across different points of view and technical sophistication. 
Ethics should be part of Quality Assurance for any and all computational systems. 

 

26 Available free of charge at http://www.trustworthymachinelearning.com 

http://www.trustworthymachinelearning.com/
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10.3.5 Openness 
AI is still a technical ungoverned frontier. Everything around it, from roadmapping to modeling to seeding 
in company culture, is complex and challenging. Mistakes will happen. Organizations must communicate 
comprehensively and with humility about their journey to approach and implement processes around ethical 
AI, for the benefit of all. 

After all, we are all trying to make ethical something that even experts still cannot fully understand. 
Transparency will help regulators, senior business executives, and the general public understand that 
artificial intelligence is the exact opposite of “magic”. It’s either blood, sweat, and tears … or it’s not AI. 

Just as with technical and organizational implementation, ethical considerations in the development and 
deployment of AI are complex and laborious. Being open and didactic will not only feed the public debate 
about AI with realistic and trustworthy narratives (as opposed to noxious hype), but will create a collective 
mindshare for organizations to learn from each other’s successes and failures. 

10.4 The AI Ethics Pipeline 
Most of the challenge lies with implementing the previous principles. AI is an emerging technology, and AI 
ethics is an almost entirely blank slate. Examples of successful, organization-wide implementation of 
machine learning transparency and trustworthiness are extremely rare. Nonetheless, some early 
experimentation in the pharmaceutical and financial services industries have generated some best 
practices.27, 28 

10.4.1 Organization 
This is perhaps the most critical step in laying out an AI ethics strategy, because nothing is more impactful—
and difficult to build—than organizational systems, incentives, and mechanisms. This is where AI ethics 
becomes enshrined. Following are a few principles borrowed from successful experiments deploying AI 
governance in a corporate environment: 

A. Set clear goals but flexible roadmaps. AI ethics is a nascent and uncertain practice that touches upon 
virtually every business process. It needs flexibility to experiment and diverse buy-in to flourish. It is a good 
idea to have open and transparent conversations at all levels about expectations prior to setting a roadmap. 
In media, it means that virtually all sectors across marketing, development, and technical implementation 
have a piece of the puzzle and a role to play in setting expectations for an AI ethics initiative. Also, the AI 
ethics work is never done, it will be a perennial trial and error process. 

B. Inventory organizational resources already available to seed an AI ethics program. Chances are 
a foundation of an ethics practice already exist within the organization. Set up an executive committee 
inclusive of all voices, business units, technical backgrounds, and cultures. Promote the initiative (and the 
group) internally. Educate and train to create a level playing field. 

C. Create clear lines of responsibility and accountability. Ethics is funded, incentivized and supervised 
at the corporate level, but its implementation must be bespoke to the needs, resources and priorities of 
each business unit. Product managers in each business unit should be front and center in leading the 
deployment of ethics policies and practices. 

 

27 https://www.spherity.com/use-cases/trust-in-food-supply-chains 

28 https://www.caro.vc/ 

https://www.spherity.com/use-cases/trust-in-food-supply-chains
https://www.caro.vc/
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D. Foster cultural and intellectual variety. Because of the multifaceted nature of AI ethics, working 
groups should include a wide variety of stakeholders. This obviously means age, gender, racial and cultural 
diversity, but not only. Consumer research teams, product managers, legal and compliance teams, and 
data scientists each bring a different perspective to balancing the requirements of ethics with that of 
performance and customer experience. Ethics should not be the exclusive domain of those preoccupied 
with governance and risk. 

E. Communicate with senior stakeholders. Learn how to converse about AI and ethics with senior 
business executives. C-suite and legal executives seeking clear and measurable ROI in their AI efforts—
including ethics—require informed guidance on risks, given the experimental nature of this technology. 

F. Make the process as transparent and measurable as possible. Measurement is important in any trial 
and error process. So is transparency about mistakes and lessons learned with regards to building ethical 
and trustworthy AI applications. It is a completely new domain related to a completely new technology. 
Failure will happen. 

10.4.2 Product Design 
Whoever is given the lead to examine ethical considerations in computational systems should start by laying 
out requirements of "AI trustworthiness and transparency” that are specific to each stakeholder. A customer 
will have different needs, and speak a different language, than a marketing executive, or a data scientist. 
And ethical considerations even vary within customer types. For example, audiences must trust an AI-
driven recommendation algorithm to "know" their specific tastes, while intelligently expanding their creative 
horizons. 

Marketing executives and analysts must trust that a sentiment analysis engine correctly distinguishes 
positive from negative sentiment. Deeply semantic sentiment domains like sarcasm are still difficult to 
measure. A digital product manager must trust that their virtual character won’t stray into inappropriate 
conversations with users. 

Listing all stakeholders and analyzing their various cultures and needs are useful initial steps in the AI ethics 
pipeline. Performance and transparency are also major components of trustworthiness. It is critical to 
associate AI and ML models with their quantitative performance. 

Because computational ethics (not just in AI) are implemented in tandem with those with responsibility over 
the use case behind AI applications, two roles within organizations take a pivotal role in AI ethics 
implementations: insights leaders and product managers. 

The first one (internal facing, focused on processes) is straightforward; it is the responsibility of the head of 
insights to ensure that insights are collected, processed, and output transparently and ethically. Data and 
model integrity are core responsibilities. 

Product managers could also take a central role in leading external-facing (product-focused) AI ethics 
considerations. Because they are by nature systems thinkers, care about the customers at least as much 
(if not more) as about the company, and are ultimately accountable for an organization’s raison d’être (its 
products), product leaders are essential "quarterbacks" of computational ethics. They are best positioned 
to weigh all considerations of transparency, integrity, and functionality. Plainly put, they sit at the intersection 
of product and users, and can best weigh user experience vs. ethical requirements. 
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Identify clearly where technical, business and ethical goals are aligned, and where they are not. Start with 
the former, and promote quick wins with low hanging fruit (see the hierarchy of needs pyramid29). Model 
performance and sample bias are examples of ethical issues where technical, business, and ethical goals 
are aligned. Other issues, such as the decision of whether or not to use "deepfake" technology in the VFX 
process, may require more extensive consultations with C-level executives. While some products may 
perform better with more intrusive consumer data collection, this could be seen as a user experience 
problem. Users may have the choice between an enhanced experience that collects data more aggressively 
and a limited experience that protects privacy. 

Finally, an effective AI ethics program will make checking for bias, trustworthiness, and transparency a 
function of quality assurance. This is a critical part of the ethics pipeline, as it ensures balance between 
those requirements and the needs of user experience and product performance. 

10.4.3 Data Collection 
The data collection process is very much at the heart of the AI practice as a whole, and of ethical 
considerations in particular. "Garbage in, garbage out" is the Golden Rule of data science: models are only 
as good as the data on which they are trained. Identifying biases in data collection (and monitoring how 
bias might increase over time) are at the heart of the AI ethics practice. 

1. Know your data. 

This is perhaps the most important part of the AI ethics pipeline. It is also a major area where statistical and 
ethical requirements are one and the same. 

Data is the raw material of data science, and it is data scientists' first and foremost responsibility to know 
their dataset, its strengths and weaknesses, inside and out, to be able to map issues with a skewed output 
(the model) back to skewed inputs (the data). Using representative datasets that fully take into account 
gender, race, culture, etc., is not just the right thing to do, it is the statistically sound thing to do. 

Sample bias is a primary source of poor ethical outcomes in AI. For example, facial recognition applications 
have been notoriously underperforming in the detection of both darker skin tones and females (see Joy 
Buolamwini’s and Timnit Gebru’s “Gender Shades” study), due to substantial under-representation of 
darker-skinned samples in computer vision training sets. 

In their 2018 paper, Gebru and Buolamwini noticed that two of the most prominent training sets of faces at 
the time, IJB-A and Adience, are composed of 79.6% (IJB-A) and 86.2% (Adience) of lighter skinned faces. 
The maximum error rates for lighter skinned males in these models was 0.8%, vs. 34.7% for darker-skinned 
females.30 

Similarly, the bias in Amazon’s hiring software came from the fact that it had been trained on resumes 
received by the company over a 10-year period. An overwhelming majority of these resumes were from 
men. As a result, it penalized resumes that included the word “women’s”, as in “women’s basketball team”. 

This is a complex and very multi-layered issue to tackle. For example, even very subtle nuances in how 
data is collected (the way a question is asked, or how incentives to contribute one’s data are structured) 
can dramatically affect the resulting dataset. Knowing how the data has been collected, and what biases 
may lie within that process, is increasingly a core responsibility of data scientists. 

 

29 https://towardsdatascience.com/the-data-science-pyramid-8a018013c490 

30 http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf 

https://towardsdatascience.com/the-data-science-pyramid-8a018013c490
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
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2. Know your problem. 

AI and machine learning are used to solve real-world problems by using data to represent and model those 
problems in their larger context. This is identical to how the human brain functions: we use data to model 
(summarize) an infinitely complex world, and use those models to act upon the world. Knowing intimately 
the problems, systems, behavior, phenomena they are trying to model, and in this case, what biases may 
be inherent in them, is a key strength of great data scientists. Some parts of our world are simple, but most 
are extremely complex (not least of which human behavior). When modeling a real-world system (such as 
audience decisions), the data scientists need to understand that the set of variables they are analyzing 
accurately represents the larger system about which they are trying to generalize their findings They also 
need to identify if and when the inequities and/or biases of the system itself will be passed on to the model. 
Oftentimes, the set of variables available to the system is too small and partial for the model to generalize 
to a much more complex (and quickly evolving) real-world system. Over- and under-fitting are the statistical 
manifestations of this issue, as is encoding real-world biases in machine models. 

This is especially important when modeling human behavior, specifically during audience research. Posting 
a thread on Reddit or retweeting a tweet on Twitter or liking a post on Facebook are three radically different 
types of social behavior expressed by different genders, age groups, races, and sub-cultures. And models 
about them generalize differently, which is why it is critical, in the practice of AI ethics, to maintain intimate 
knowledge of how underlying social, cultural or behavioral biases may impact data collection. It is critical 
for data scientists to understand the underlying biases not only in the input data but in the systems they are 
trying to model. 

This is best done as a collective process, since confirmation biases (the tendency to look for, cherry pick, 
or interpret insights according to one’s preexisting beliefs) are also present in data science teams, or 
quantitatively-driven functions such as marketing and consumer research. 

3. Communicate clearly about use (opt-in), biases, and their tradeoffs. 

When collecting user data, opt-ins are a must; they are also increasingly required by law. The best 
practitioners in this domain avoid legal language and use instead a simple user-facing explanation of how 
personal data will be used, and what the implications of opting in and out are for the user experience (for 
example, how opt-out of sharing data would affect personalization). 

Bias often cannot be avoided, in which case it is critical for data science teams to communicate fully and 
clearly to end-users about how bias impacts the skew of their model. A simple annotation in the output can 
be very powerful in building transparency and trust, without which no culture of data (let alone AI) can be 
successfully scaled in media organizations. 
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10.4.4 Modeling 
In ethically compliant AI or machine learning, building trust is both critical and labor-intensive. There are 
two parts to this: creating explainable statistical models (model transparency), and effectively reporting key 
features of the model, so it can be quickly audited by end-users for bias and potential performance 
variations. 

1. Model Transparency 

Transparency means building simple models to explain complex ones, to give data scientists a window into 
often complex and inter-locking machine learning architectures. This is increasingly a challenge, as neural 
net architectures become deeper and more integrated with other types of models. Luckily, the past few 
years have seen a flurry of development of AI transparency tools. All providers of cloud-based machine 
learning have started offering tools to interpret and understand their models (for example, AWS’s 
Sagemaker model explainability feature - based on SHAP, Microsoft’s InterpretML toolkit, or Google 
AutoML’s feature scoring tool). These are useful because variables in a mode are hierarchical (some are 
more powerful than others within the model), and surfacing that structure is a key step in understanding 
how the power of certain variables related to gender, race, or culture, for example, may perpetuate 
inequalities. 

The following are some popular explainable AI tools: 

• SHAP (SHapley Additive exPlanations): Perhaps one of the most widely known AI transparency tools, 
because it works across a wide range of models, from linear regression to deep learning, and covers a 
wide variety of domains including computer vision and NLP. SHAP uses a game theoretic approach to 
rank features (for example, words in a sentiment analysis model) by order of importance in predicting 
the output. This is the kind of hierarchical view that is very helpful not just in the context of AI ethics, 
but for data scientists to QA their own models. Transparency is one of many areas serving both ethics 
and model performance. 

• LIME (Local Interpretable Model-Agnostic Explanations): Similar to SHAP, but more computationally 
effective (quicker). LIME also ranks features by how much it contributes to the output. For example, in 
an image classifier, it can produce a heat map of an image with “useful” features in green and “not 
useful” features in red. SHAP can do this as well. LIME is very popular for Python’s scikit-learn users 
because of its built-in integrations. 

• ELI5: Works similarly to SHAP and LIME, but is perhaps one of the most popular transparency 
packages in Python, because of its integrations across the board with scikit-learn, XGBoost, Keras, 
and a few more. 

• AIX360: Developed by IBM Research but still open source, this toolkit has extensive functionality and 
is not dissimilar from Google’s “what if” tool, but can be used outside of the Google CloudAI 
environment, although it is not for beginners. 

• Google’s “What-if Tool”: Allows data scientists to test a model's performance under a variety of different 
situations. It helps to understand the impact of various variables (such as race or gender) on the model 
itself. This is an excellent and intuitive tool for beginners using the Google Cloud AI infrastructure, as it 
has a very good visual interface and can be run easily (and with minimal code) from platforms such as 
Jupyter Notebooks, Google Colab, and even Tensor Flow's TensorBoard dashboard. It can be used at 
various stages of the data science workflow. It can support TensorFlow models out of the box. Works 
with tabular, image, and text data. 
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Transparency is not just key: it is a perennial concern. The world changes, the problem changes, the data 
changes, and model performance is affected. There is no longer a fit between the model and the system, 
or behavior that it is representing. "Model drift", as it is referred to in data science circles, impacts ethical 
outcomes, because what may be ethical in January may no longer be in June. Only transparent and 
auditable models can catch model drift before it causes damage. 

2. Model reporting: model cards 

Too often, machine models are released with incomplete documentation and unclear context. As a result, 
they are applied to contexts in which they do not perform well or are not appropriate in which to deploy. 
Created by Margaret Mitchell and Timnit Gebru’s team at Google in 2018, “model cards” are standardized 
documentation laying out all of the information necessary to evaluate a model and benchmark its 
performance in a variety of contexts. To be sure, libraries and models often come with documentation, but 
it is often incomplete, too long, and generally could benefit from standardization. Model cards are 
standardized “food labels” for data science that also—ideally—benchmark a model’s performance in a 
variety of contexts and use cases, some related to inclusion and bias. 

Per the Mitchell/Gebru/team paper (“Model Cards for Model Reporting”: https://arxiv.org/pdf/1810.03993.pdf): 
“Model cards are short documents accompanying trained machine learning models that provide benchmarked 
evaluation in a variety of conditions, such as across different cultural, demographic, or phenotypic groups 
(e.g., race, geographic location, sex, Fitzpatrick skin type, and intersectional groups) that are relevant to the 
intended application domains. Model cards also disclose the context in which models are intended to be used, 
details of the performance evaluation procedures, and other relevant information.” 

11 AI standards landscape 
11.1 State of play 
AI is already widely used today. However, technical standardization of AI is still in its infancy. AI standards 
should provide an agreed-upon language and frameworks to support the development and deployment of 
technological innovations. In Europe, ETSI and CENELEC have published ambitious standardization 
programs, partly stimulated by the standardization framework proposed by the EU AI Regulation. ETSI 
focused on safety issues related to AI and machine learning, while CENELEC focused on trustworthiness 
and ethics. In addition to security, trust and ethics, the standardization of AI is likely to have a significant 
impact on the cross-sectoral use of AI. Many solutions currently used in AI are single-sector solutions, for 
instance, for healthcare. 

AI technical standards cover a wide variety of issues, including data management, system accuracy, 
operating range of the AI systems, interoperability, safety, and reliability. Technical standards can provide 
guidelines for the development, evaluation, and interoperability of AI systems as well as a methodology for 
ensuring system quality, maintainability, and portability. Standards ensure the quality as well as the scope 
and limitations of systems and also provide a means of measuring that systems comply. For example, there 
may be a legal requirement for algorithmic transparency. However, without defining what algorithmic 
transparency is and how to measure it, it can be difficult to assess whether a particular AI system meets 
these requirements and compare it to another similar system. This difficulty can discourage adoption of the 
technology. For this reason, in many cases, technical standards will be a key element in determining 
whether an AI system is appropriate for use in a particular context. 
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11.2 Regulation background 
In the United States, the National Institute of Standards and Technology (NIST) has developed the AI Risk 
Management Framework31 (AI RMF), which takes a different approach to the EU AI Act, particularly in 
terms of risk management, stakeholder involvement, and common vocabulary. The AI RMF aims to manage 
risks from all AI systems, regardless of their level of risk. It provides a structure for identifying potential 
harms at all levels of society and engages multiple stakeholders in the process. The AI RMF is organized 
into four functions: map, measure, manage, and govern, each with detailed categories and subcategories. 

The EU AI law, however, focuses primarily on high-risk AI systems. The implementation of the AI RMF is 
incentive-driven, meaning that the self-interest of companies plays a significant role in the adoption of this 
framework, whereas the EU AI Act takes a more legislative approach and is standards oriented32 

11.3 AI discussion hubs 
In addition to standards bodies, many organizations offer AI exchange platforms to track the evolution of AI 
and its applications and societal challenges, including the active ones: 

• AI for Good: Aims to harness AI for social innovation, with a focus on the environment, health and 
education: https://aiforgood.itu.int 

• OECD: Provides multidisciplinary data and analysis on artificial intelligence as well as a dialogue on AI. 
Provides a tool for tracking AI research activities: https://oecd.ai/ 

• Partnership on AI (PAI): A nonprofit partnership of academic, civil society, industry, and media 
organizations creating solutions to make AI work for people and society. The AI and Media Integrity 
Program develops best practices to ensure that AI positively impacts the global information ecosystem: 
https://partnershiponai.org 

• AI Watch: Created by the EC, monitors the development, adoption and impact of artificial intelligence 
in Europe, publishing dozens of reports, including the AI Index: https://ai-watch.ec.europa.eu/index_en 

 

31 AI RMF: https://www.nist.gov/itl/ai-risk-management-framework 

32 Harmonising Artificial Intelligence: The Role of Standards in the EU AI Regulation. Mark McFadden, Kate Jones, 
Emily Taylor and Georgia Osborn Oxford Information Labs December 2021 
https://oxil.uk/publications/2021-12-02-oxford-internet-institute-oxil-harmonising-ai/Harmonising-AI-OXIL.pdf 

https://aiforgood.itu.int/
https://oecd.ai/
https://partnershiponai.org/
https://ai-watch.ec.europa.eu/index_en
https://www.nist.gov/itl/ai-risk-management-framework
https://oxil.uk/publications/2021-12-02-oxford-internet-institute-oxil-harmonising-ai/Harmonising-AI-OXIL.pdf
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11.4 Standardization policy 
• CEN/CENELEC Focus Group on AI, CEN-CLC/JTC 21, focuses on producing standardization 

deliverables that address European market and societal needs, as well as underpinning EU legislation, 
policies, principles, and values33. 

• NIST in the United States has released a plan34 to prioritize federal agency engagement in the 
development of standards for artificial intelligence, in response to a government policy initiative. In this 
plan, NIST provides an overview of standards and guidance on developing AI standards that align with 
government policy. 

• The European Commission is considering regulating AI using a risk-based approach. Members of the 
European Parliament believe the EU should act as a global standard-setter for AI. The EU should not 
only regulate AI as a technology, but the level of regulatory intervention should be proportionate to the 
type of risk associated with the particular use of an AI system. The European Commission (EC) has 
proposed a legal framework for artificial intelligence that aims to address the risks posed by specific 
uses of AI through a set of rules focused on respect for fundamental rights and safety. The EC intends 
to address the risks posed by certain uses of AI with a set of rules that will give Europe a leading role 
in setting the global gold standard. This framework gives AI developers, implementers and users the 
clarity they need by intervening only in cases not covered by existing national and European legislation. 
The AI legal framework provides a clear and easy-to-understand approach based on four different 
levels of risk: unacceptable risk, high risk, limited risk and minimal risk. This global policy will be 
accompanied by practical standards35. 

 

33 https://www.cencenelec.eu/areas-of-work/cen-cenelec-topics/artificial-intelligence/ 

34 U.S. LEADERSHIP IN AI: A Plan for Federal Engagement in Developing Technical Standards and Related Tools : 
https://www.nist.gov/system/files/documents/2019/08/10/ai_standards_fedengagement_plan_9aug2019.pdf 

35 A European Strategy for Artificial Intelligence: Lucilla SIOLI https://www.ceps.eu/wp-content/uploads/2021/04/AI-
Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf 

https://www.cencenelec.eu/areas-of-work/cen-cenelec-topics/artificial-intelligence/
https://www.nist.gov/system/files/documents/2019/08/10/ai_standards_fedengagement_plan_9aug2019.pdf
https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf
https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf
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11.5 Overview of AI standards 
In its report36 EU Joint Research Centre provides an overview of standardization and classifies the 
standards in seven groups. 

1. Data and data governance, related to: 
a. data management practices; 
b. dataset definition for training and testing; 
c. data quality criteria. 

2. Risk management system 
a. Identification of risks associated with AI system, adequate design and development, 

system compliance (with previous requirements), for instance, accessibility to children 
3. Technical documentation and Record-keeping 

a. General description of the AI system. Detailed information about the monitoring, functioning 
and control of the AI system. A list of the harmonised standards applied in full or in part 

b. Record-keeping 
i. Logs, dataset, identification of the natural persons involved in the verification for 

high-risk applications 
4. Transparency and provision of information to users 

a. Instructions for use, (AI system) intended purpose, performance for targeted users, human 
oversight measures 

5. Human oversight 
a. AI system’s output, automation biases, capacities and limitations of the AI system, ability 

to stop the operation of the high-risk AI system 
6. Accuracy, robustness and cybersecurity 

a. Declaration in the instructions of use, system vulnerabilities exploitation, training datasets 
manipulations 

7. Quality management system 
a. Policies, procedures, design, design control and design verification, data management 

(including: data collection, data analysis, data labeling, data storage, data filtration, data 
mining, data aggregation, data retention), accountability framework 

 

36 Nativi, S. and De Nigris, S., AI Standardisation Landscape: state of play and link to the EC proposal for an AI 
regulatory framework, EUR 30772 EN, Publications Office of the European Union, Luxembourg, 2021, ISBN 978-92-
76-40325-8, doi:10.2760/376602, JRC125952 
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Table 2 provides a summary of the relevant standards for the AIA37 key requirements. Items in bold indicate 
standards that are published. 

Table 2 — Relevant standards for the AIA key requirements (in bold, standards finalized as of 
November 2023)36 

Requirement Very High/high operationalization standards 

Data and data 
governance 

ISO/IEC TS 4213, ISO/IEC 5259-2, ISO/IEC 5259-3, ISO/IEC 5259-4, ISO/IEC 
5338, ISO/IEC 5469, ISO/IEC 23894, ISO/IEC 24027, ISO/IEC 24029-1, ISO/IEC 
24668, ISO/IEC 38507, ISO/IEC 42001, ETSI SAI 002, ETSI SAI 005 

Technical 
documentation 

ISO/IEC 23894, ISO/IEC 24027, ISO/IEC 42001 

Record keeping ISO/IEC 23894 

Transparency and 
information to users 

ISO/IEC 23894, ISO/IEC 24027, ISO/IEC 24028, ISO/IEC 38507, ISO/IEC 42001 

Human oversight ISO/IEC 23894, ISO/IEC 38507, ISO/IEC 42001 

Accuracy robustness 
and cybersecurity 

ISO/IEC TS 4213, ISO/IEC 5338, ISO/IEC 5469, ISO/IEC 23894, ISO/IEC 24029-1, 
ISO/IEC 24668, ISO/IEC 42001, ETSI SAI 002, ETSI SAI 003, ETSI SAI 005, ETSI SAI 
006 

Risk management 
system 

ISO/IEC 5338, ISO/IEC 5469, ISO/IEC 23894, ISO/IEC 38507, ISO/IEC 42001 

Quality management 
system 

ISO/IEC 5259-3, ISO/IEC 5259-4, ISO/IEC 5338, ISO/IEC 23894, ISO/IEC 24029-
1, ISO/IEC 38507, ISO/IEC 42001 

 

 

37 AIA: Artificial Intelligence Act. In 2021, the European Commission issued the proposal for a Regulation laying down 
harmonised horizontal rules on artificial intelligence (i.e., the Artificial Intelligence Act: AIA). 
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11.6 Examples of AI standards 
ISO/IEC TR 24029-1:202: Assessment of the robustness of neural networks 
Software validation is a critical part of releasing software into production. AI systems are also subject to 
validation; however, the current techniques used in AI systems pose new challenges that require specific 
approaches to ensure proper testing and validation.ISO/IEC TR 24029-1:2021 provides general information 
on existing methods for assessing the robustness of neural networks. 

ISO/IEC TR 24028:2020: Overview of trustworthiness in artificial intelligence 
It describes approaches to building trust in AI systems through transparency, explainability, controllability, 
among other criteria, technical pitfalls and typical threats and risks associated with AI systems, as well as 
possible mitigation techniques and methods, and approaches to assess and achieve the availability, 
resilience, reliability, accuracy, safety, security, and privacy of AI systems. 

ETSI SAI 005: Securing Artificial Intelligence (SAI); Mitigation Strategy Report 
In line with the ETSI plan38, this standard summarizes and analyses existing and potential mitigation against 
threats for AI-based systems. 

IEEE P7002 - IEEE Draft Standard for Data Privacy Process 
P7000 series, looks at data ethics in systems development. It addresses how organizations should: 

• manage privacy risk; 
• identify their privacy requirements; 
• develop and manage systems; 
• to meet their privacy requirement. 

ISO/IEC AWI 5259: Data quality for analytics and machine learning (ML) 
It is an Approved Work Item to define requirements and guidance for establishing, implementing, 
maintaining and continually improving the quality for data used in the areas of analytics and ML. 

11.7 Data-related Standards 
The feasibility of using large datasets across industries will open the market to more innovation in AI. 
Standards for the safe, efficient, and reliable exchange of information will be one of the most important 
developments for AI in the coming years. ETSI has work streams dedicated to the data supply chain and 
training data availability, while ISO has several projects on AI and big data. This is a key approach we are 
identifying within the group. In recent years, AI has moved from a model-centric approach to a data-centric 
approach. The quality of AI applications is heavily influenced by the quality and relevance of the training 
data. This means that the data must be properly annotated using a semantic approach. 

 

38 Artificial Intelligence and future directions for ETSI 1st edition – June 2020 ISBN No. 979-10-92620-30-1 
https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp34_Artificial_Intellignce_and_future_directions_for_ETSI.pdf 

https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp34_Artificial_Intellignce_and_future_directions_for_ETSI.pdf
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12 Opportunities for new AI/ML standards 
12.1 Overview 
The motivation behind standards in general is a desire for improving interoperability between 
implementations or systems. Much of the AI/ML ecosystem is descended from open-source frameworks. 
The nature of open-source systems is that maintainers can regulate contributions from the community to 
evolve tools and systems, which allows for rapid (or slow) evolution based on the preferences and needs 
of the maintainer(s). End users can choose to stick to a particular version of a tool or framework or migrate 
as new features are released. The open-source model obviates the need for certain types of standards, as 
it allows tools and frameworks to evolve in response to user needs, bugs, and contributions rather than due 
process. However, consensus among stakeholders is not a mandatory requirement among open-source 
developments. 

Moreover, many large organizations have deployed tools and services built on internally developed 
frameworks and processes. These tools and services are often offered as turnkey AI/ML solutions, so the 
main interoperability concerns are around the inputs and outputs of the tools, which can often be specified 
in a product datasheet. Such organizations might view standards at best as unnecessary and potentially 
even as harmful to business interests and competitive positioning. 

Despite this landscape, standards and recommended practices can still serve an important role in the AI/ML 
ecosystem. The following subsections describe some areas where such documents might be valuable. 

12.2 Ontologies 
Various groups have defined a number of ontologies for defining relationships within media. Examples 
include Creative Works Ontology (MovieLabs) and EBUCorePlus (EBU). Studios also have their own 
internal ontologies. This fragmentation has necessitated the development of tools to “translate” from one 
ontology to another. 

A potential standard that might be useful would be one that quantifies how to measure the “quality” of 
ontology, particularly as it relates to specific use cases, so that content creators have an idea of how to 
evaluate and properly deploy ontologies. One approach could be to provide guidelines and templates for 
designing ontologies for specific purposes. Another method would be to share application-specific data and 
evaluate the performance of applications implementing ontologies. 

12.3 Model metadata 
A standard for model metadata and/or dataset metadata might be very helpful for ensuring that model and 
dataset characteristics can be understood across implementations. Vendor-specific methods exist for 
tracking certain types of metadata (e.g., training parameters, evaluation metrics, dataset versions, etc.); 
however, these can vary from implementation to implementation. 

For example, attributes such as model revision, time stamp, framework version, etc. could be useful to 
standardize. Dataset metadata such as revision, demographic content, license/usage information, etc., 
might also be helpful. For auto-tagging applications, it might be helpful to standardize methods to describe 
how metadata was generated (auto/manual and versioning model) and perhaps how it is intended to be 
used. It would be helpful to document how to measure “metadata quality.” 
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The datasets used for training must be labeled and versioned for machine learning applications. Indeed, 
these datasets greatly influence the quality of the trained models and the application. An AI model trained 
with biased data will be biased at the end. It can occur, for example, in face recognition systems. Suppose 
the deep learning model in the pipeline has been trained mainly with Caucasian male faces. In that case, 
the application's performance will be inconsistent based on the gender and ethnicity of the personalities to 
be recognized. The metadata attached to content for training will facilitate the process to evaluate the bias 
a priori (i.e., before training the models). In many cases, a training set is extracted from a large dataset. 
Having structured metadata attached to the content used for training will significantly facilitate the 
reusability, merging, and enrichment of resulting datasets. 

12.4 Benchmarking 
The ML Commons organization has defined some well-accepted benchmarks for generic ML training and 
inference on tasks such as machine vision and recommendation engines; however, media-specific 
benchmarks for common tasks (such as those in ) using standardized testing datasets would be helpful for 
creators to quantify performance of systems. The EBU has defined a benchmark for speech-to-text and is 
developing a benchmark for facial recognition. While systems can certainly be defined in the absence of a 
standard benchmark, benchmarks can allow for a fair comparison of systems using datasets and metrics 
agreed by end users as being important. 

Table 3 – Opportunities for AI/ML benchmarking standards 

Common uses of AI/ML in media that might benefit from benchmarks 

Video: 
Fidelity enhancement or restoration 
Content identification (e.g., detecting logos, products, piracy, etc.) 

Audio: 
Automatic closed captioning 
Machine translation/localization 
Speech-to-text 

Metadata: 
Automatic tagging of missing metadata 
Metadata quality control 

 
Benchmarking of LLMs 
Work suggestions for Standards: 

• Define elementary tasks close to the needs to evaluate the models with simple metrics 

• Write a guide on how to evaluate models fairly on complex and well-defined tasks (for journalists, 
scriptwriters, editors, engineers...), this guide implies subjective human evaluation 

• Compare open source and commercial solutions for these specific tasks and share the results as done 
by research centers. 
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12.5 Recommender systems 
Standardization efforts can be directed at the following points: 

• Promote transparency and accountability: Establish clear criteria for the type of data that can be used 
by AI recommendation systems. This should include standards for respecting user privacy and 
complying with regulations, such as GDPR. There should be transparency about the data being 
collected and the purpose of its use. 

• Establish evaluation metrics: Standardize ways to measure the performance of recommendation 
systems. This would allow different systems to be compared on a level playing field and encourage 
improvements in these key areas. 

• Establish guidelines for addressing bias and the bubble effect: Guidelines should be established to 
mitigate bias in recommendations and to address the bubble effect. 

• Establish a certification process: A formal certification process could help ensure that recommendation 
systems meet these standards before they are released. 

12.6 Data usage recommended practices 
Many organizations would find it useful to refer to guidelines on best practices for using data, particularly 
data that might be scraped from the internet or without a clear license. There is not a general consensus 
on whether model parameters (biases & weights) that are trained using copyrighted material are considered 
to be a derived work for the purposes of copyright law. Developing a Recommended Practice on this subject 
would require considerable input from intellectual property experts and lawyers. The Text and Data Mining 
(TDM) exception is not straightforward in the Digital Service Market (DSM), cf. article 4: 

https://en.wikipedia.org/wiki/Directive_on_Copyright_in_the_Digital_Single_Market 

This exception applies to content subject to copyrights for research purposes only. But it seems that this 
exception covers only research entities recognized as such for using content subject to copyright. But for 
other entities, the owners of rights can opt-out of the TDM exemption. The TDM exception is broader and 
not restricted to research applications in the US. The EBU is considering the implications of using content 
from archives that is subject to copyright to train models. 

12.7 Cloud computing 
There are a diverse set of APIs for different cloud providers, and it is not easy to utilize a hybrid-provider 
cloud infrastructure. Many companies maintain their own data and compute resources, and there does not 
seem to be a strong desire to standardize APIs across providers. Some cloud providers’ policies regarding 
data usage allow data to be used for purposes beyond users’ immediate business needs (e.g., to train or 
improve models whose use could be sold to competitors or others). 

For production workflows, the use of services from multiple service providers and multiple cloud providers 
is a challenge. The SMPTE 34CS Technology Committee, in collaboration with the EBU MCMA Working 
Group, has developed a cloud-agnostic framework that abstracts the specificity of services to facilitate the 
reuse and integration of these services in complex workflows. 

12.8 AI Ethics 
Many media-specific areas of interest exist with regard to AI ethics: privacy; AI-enabled interactions, such 
as with virtual characters; censorship; diversity; bias; accountability; etc. Documenting ethical best practices 
for AI systems in media use cases would be welcome by many organizations. Considerations around AI 
ethics are discussed further in Clause 10. 

https://en.wikipedia.org/wiki/Directive_on_Copyright_in_the_Digital_Single_Market
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13 Datasets and the Need for Data 
An AI model is only as good as the data that is used to train it. The public availability of large, annotated 
datasets has enabled rapid advances in performance of AI systems. For example, with such datasets, 
researchers can engage in competitions to develop optimized AI models for specific domains (e.g., Kaggle). 
Public datasets are also useful for early prototyping and development of AI models. 

Development and curation of large datasets can involve a large amount of effort and cost. Many types of 
data are publicly available on the internet, but media is generally copyrighted, and it is often unclear whether 
the owners would permit the use of such media for AI model development. In addition, supervised learning 
models require annotations that can be labor-intensive to create and QC. 

13.1 Public Datasets 
Table 4 a lists just a few noteworthy AI datasets related to media. 

Table 4 — Noteworthy datasets related to media 

Name Domain Size License Website 

ImageNet Object detection/ 
recognition 

14,197,12
2 images 

Unknown* https://www.image-net.org  

Open Images 
V7 

Object detection/ 
recognition 

9,178,275 
images 

CC BY 2.0 
CC BY 4.0 

https://storage.googleapis.com/openimages/web/inde
x.html  

MS COCO Object detection/ 
recognition 

330,000 
images 

CC BY 4.0 https://cocodataset.org  

YouTube-8M Entity 
recognition 

6,100,000 
videos 

CC BY 4.0 https://research.google.com/youtube8m  

YFCC-100M Metadata 99,171,68
8 images/ 
787,479 
videos 

CC (various) https://multimediacommons.wordpress.com/yfcc100m
-core-dataset/ 

IMDB Movie reviews 50,000 
reviews 

Noncommerci
al use 

https://www.imdb.com/interfaces  

Common 
Voice 

Speech 
recognition 

24,211 
hours 

CC0 https://commonvoice.mozilla.org/datasets  

People’s 
Speech (in 
development) 

Speech 
recognition 

100,000 
hours 

Open https://mlcommons.org/peoples-speech  

Million Song 
dataset 

Music 1,000,000 
songs 

Various http://millionsongdataset.com  

TVC Captioning 108,965 
videos 

Unknown* https://tvr.cs.unc.edu/  

Labeled 
Faces in the 
Wild (LFW) 

Face recognition 13,233 
images 

Unknown http://vis-www.cs.umass.edu/lfw/ 
 

SLLFW 
CALFW 
CPLFW 

Face recognition 3,000 
pairs 
each 

Unknown http://www.whdeng.cn/SLLFW 
http://www.whdeng.cn/CALFW 
http://www.whdeng.cn/CPLFW  

CFPW 
(celebrities) 

Face recognition 7,000 
images 

Unknown http://www.cfpw.io/  

https://www.image-net.org/
https://storage.googleapis.com/openimages/web/index.html
https://storage.googleapis.com/openimages/web/index.html
https://cocodataset.org/
https://research.google.com/youtube8m
https://multimediacommons.wordpress.com/yfcc100m-core-dataset/
https://multimediacommons.wordpress.com/yfcc100m-core-dataset/
https://www.imdb.com/interfaces
https://commonvoice.mozilla.org/datasets
https://mlcommons.org/peoples-speech
http://millionsongdataset.com/
https://tvr.cs.unc.edu/
http://vis-www.cs.umass.edu/lfw/
http://www.whdeng.cn/SLLFW
http://www.whdeng.cn/CALFW
http://www.whdeng.cn/CPLFW
http://www.cfpw.io/
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Name Domain Size License Website 

VGG-Face2 Face recognition 3,310,000 
images 

Unknown https://github.com/ox-vgg/vgg_face2  

TVSum Video 
summarization 

50 videos CC BY 3.0 https://github.com/yalesong/tvsum  

SumMe Video 
summarization 

25 videos Unknown https://zenodo.org/records/4884870 

* Need to submit a form certifying non-commercial 

13.2 Need for Future Datasets 
Several media organizations identified a need for standardized datasets with permissive license policies to 
help them develop and evaluate AI models. This could involve sponsoring the creation of suitable academic 
datasets or pooling contributions from various organizations under a permissive license. 

Some companies are interested in benchmarking models using a standardized set of copyrighted content, 
but it is difficult to convince rightsholders to license content for this use. 

Standardized datasets for benchmarking are needed in the following areas: 

• Captioning 

• Transcription 

• Speaker and celebrity identification 

13.3 Alternatives to Public Datasets 
Because of the difficulties involved with licensing content for public use for ML applications, a possible 
alternative approach would be the creation of private datasets, where rightsholders could contribute content 
towards a specific usage. For example, the EBU attempted to create an ML Data Pool for images and video 
that would allow companies to share content primarily for the purposes of benchmarking. The effort was 
largely unsuccessful because most organizations were unwilling to contribute. 

An option to facilitate the sharing of data for testing and training models is to use the federated learning 
approach. The principle of federated learning is to move the models to the data instead of moving the data 
to the models. This approach is conducive to standardization because datasets must be strictly structured 
to be usable by machine learning models. One key advantage is that the data can be kept private while 
allowing models to be trained across organizations. However, this approach requires close collaboration 
between organizations and limits opportunities for differentiated models since the trained models would be 
shared. 

https://github.com/ox-vgg/vgg_face2
https://github.com/yalesong/tvsum
https://zenodo.org/records/4884870
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14 Conclusion 
The following is a summary of the Task Force’s findings: 

• AI is a transformative technology that is still in its early stages. There are expected to be many step-
change advances that take place in the coming years. The cumulative effect will undoubtedly disrupt 
the entire media industry, from creation to consumption, over the longer term. 

• There are many groups that are exploring how standards might be able to improve interoperability and 
reduce friction to developing and deploying AI. 

• AI advances are often driven by the widespread availability of large datasets to help researchers and 
developers hone their models. Media-specific datasets, particularly those for benchmarking specific 
tasks, would benefit the industry, and companies should explore ways of enabling the creation of such 
datasets. 

Considerations around ethics are paramount when developing and deploying AI systems. Because AI 
systems are constantly performing new and unexpected tasks, many people have discomfort around the 
future role of such systems and societal implications. AI systems must be built around principles of trust, 
fairness, and inclusion. As stated consistently in these pages, there is no real playbook for AI ethics. The 
technology is early, and its ethical considerations are lagging behind the pace of innovation. Even regulators 
have, by and large, limited their interest to data privacy—for now. But because the technology is so complex 
and increasingly important, and its presence is so ubiquitous, it must be approached and roadmapped 
through multifaceted systems thinking. There are simply too many components in any serious artificial 
intelligence effort to avoid considering its requirements and ramifications—especially ethics—as anything 
but a system. The most successful organizations in building and scaling AI internally are those that think 
about it the most thoroughly and systematically. And nothing forces an organization to think deeply—and 
in systems—more than ethics. Far from window-dressing or virtue signaling, putting ethics front and center 
will bring about the modes of operation, intellectual rigor, and organizational culture necessary to excel in 
building AI systems. 
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