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1  Supplementary Methods

1.1  Preparation of Graphene membranes
Our graphene membranes were prepared by cleaving graphene onto a bulk substrate using 
the established scotch tape method, and subsequently transferring them to a commercially 
available TEM grid. The actual transfer was achieved by two slightly different methods 
described below.

The first method to prepare graphene membranes is as follows. Graphene sheets are 
prepared on silicon substrates with a 300 nm silicon dioxide (SiO2) layer by mechanical 
cleaveage and located by optical microscopy as described previously [S1 - S4]. Under the 
optical microscope, Quantifoil electron microscopy grids (200 Mesh Gold, 1.3 µm holes, 
Quantifoil Micro Tools GmbH, Jena, Germany) are placed over the graphene sheet. A 
drop of isopropanol is added and left to evaporate. Its surface tension during evaporation 
pulls the microscopy grid into close contact with the surface and the graphene sheet. The 
sample is then heated on a hot plate at 200°C for 5 minutes. Next, the substrate with the 
microscopy grid is placed in a 30% solution of semiconductor grade potassium hydroxide 
at room temperature. This dissolves the silicon dioxide layer while leaving the Quantifoil 
grid and graphene sheets intact. After a time ranging from a few minutes to a few hours, 
the grid along with the graphene sheets falls off from the substrate. It is then washed in 
water  and  transferred  to  isopropanol  before  drying.  The  graphene  sheets  remain 
suspended across the holes of the grid.

The second, slightly different, method to create graphene membranes, is as follows. 
Silicon  substrates  with  a  300nm SiO2 layer  are  coated  with  a  few  (10-30)  nm  of 
Polymethylmetacrylate (PMMA). The PMMA layer later serves as sacrificial layer while 
it is kept thin so as not to alter the optical properties of the substrate. Natural graphite 
(purchased from NGS Graphit GmbH, > 30 Mesh, source: Madagascar) is cleaved apart 
using  sticky  tape.  The  tape  with  the  graphitic  flakes  is  pressed against  the  coated 
substrates and peeled off. We found that Graphene can be obtained in this way on a 
variety of plastics and polymers, including PMMA, in the same way as on silicon dioxide. 
Again, single- and few-layer graphene sheets are located by optical microscopy. Under 
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the optical microscope, Quantifoil electron microscopy grids (as above) are placed over 
the graphene sheet. A drop of isopropanol is  added and left to evaporate. Its  surface 
tension during evaporation pulls the microscopy grid into close contact with the surface 
and the graphene sheet. The sample is then heated on a hot plate at 200°C for 5 minutes. 
Next, the substrate with the microscopy grid is placed in acetone, where the PMMA layer 
is dissolved and the grid along with the graphene sheets is separated from the substrate. 
The Quantifoil grid is transferred to isopropanol and then dried, resulting in graphene 
sheets suspended across the holes of the grid. This second method avoids the use of acids 
or  bases,  however,  the single-layer  regions appear to  break slightly more  frequently 
during preparation than in the first approach.

Just before insertion into the TEM, the graphene membrane samples are again heated 
on a hot plate for 15 minutes at 200°C to reduce the amount of adsorbates that are present 
on the sample surface due to the wet preparation and due to air exposure.

1.2  Image simulations
Image simulations are carried out in a single slice, phase object approximation. We have 
used (a) the electron atomic scattering factors of Refs. [S5] and [S6, S7] (for hydrogen) in 
our own computer code, and (b) the independent computer code and scattering factors of 
Ref. [S8]. In both cases, projected atomic potentials are calculated from the scattering 
factors, applied to obtain the wave function at  the exit face of the sample, and then 
convoluted with the appropriate contrast transfer function to obtain the simulated image. 
Although the two programs rely on a different calculation and parametrization of the 
atomic scattering factors, the results of both simulations are in excellent agreement. The 
parameters  of  the  microscope  and  settings  used  in  the  simulation  are  Cs=1 mm, 
Cc=1.4 mm, Energy spread 2 eV (standard deviation), Illumination semiangle 1 mrad, 
Electron energy  100 keV,  Objective aperture  30 mrad.  Defocus in  the  experiment is 
between 60 nm and 78 nm as determined from the amorphous regions. Since the defocus 
uncertainty has  the  largest  effect  on  the  simulated  contrast,  we  show here  (in  the 
supplementary information) a simulation each for the 60 nm and 72 nm defocus value: 
Within our range, 60 nm gives the minimum and 72 nm the maximum contrast. In the 
main article,  the simulation is  shown for 60 nm defocus. We have also verified that 
uncertainties  in  the  other  experimental  parameters  have  negligible  effects  on  the 
simulated contrast, and  that misalignments of  the microscope (such as astigmatisms) 
would produce visible distortions in  the images before affecting the contrast.  Height 
variations across these samples (about 1 nm [S9]) do not produce any significant focus 
variation. Fig. S1 shows the simulated central dip in intensity for single atom images at 
our conditions. The range of observed values that were identified as hydrogen atoms are 
indicated by the dashed horizontal lines. Clearly, the values match only hydrogen and 
helium, with a large margin towards any heavier elements.
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Figure S1:  Simulated intensity in the central dip of single atom images, shown for 
the maximum and minimum contrast expected within the experimental conditions 
(defocus of 60 and 72 nm). Horizontal dashed lines indicate the observed contrast 

range of the hydrogen adatoms.

The  simulations  rely  on  scattering  factors  for  isolated  atoms.  In  a  bonded 
configuration, the electron scattering factors may be different, and such an effect will be 
largest for light atoms. However, hydrogen in a crystalline arrangement has been detected 
previously in electron diffraction experiments [S10 - S15] and was found to produce at 
least the expected amount of scattering (and indeed more than neutral hydrogen in case of 
partial ionization [S11, S15]). For a C-H bond, the ratio between the scattered intensities 
of carbon and hydrogen was determined as 3.5 [S10], in agreement with our values.

1.3  Data acquisition and analysis
We  record  a  continuous  series  of  high-resolution  TEM  images  of  the  graphene 
membranes using  the  CCD camera,  typically for  several hours  on  the  same region. 
Individual exposures are 5s with a mean intensity value of 2500 counts per pixel (at 0.8Å 
pixel size). An initial drift compensation is carried out manually during acquisition by 
using the image shift deflectors. Drift in the beam direction is compensated by keeping 
the contrast transfer of the amorphous covered regions that surround the clean areas 
constant (judged by their Fourier transforms). After data acquisition, we verify for every 
frame in the sequence the defocus parameter and presence of vibrations from the power 
spectrum  of  the  Fourier  transform  [S16,  S17].  The  small  amorphous  coverage 
surrounding the clean areas allows a good estimate of these parameters. Approximately 
5% of the CCD frames are discarded from the sequence. The remaining set of frames is 
then  all  within  1.0  to  1.3  of  the  Scherzer  defocus  (60  nm),  and free of  detectable 
vibrations. A precise drift compensation is carried out numerically (see e.g. section 2.2 of 
Ref. [S18]), which again is helped by the thin amourphous coverage surrounding the 
clean graphene windows.

doi: 10.1038/nature07094                                                                                                                                               SUPPLEMENTARY INFORMATION

www.nature.com/nature 3



Figure S2:  (a) Individual CCD frame from an image sequence. The aligned image
 sequence is treated as a 3D data set, and (b-c) shows orthogonal cuts for a sequence 
of 182 frames. For each frame, the red line in (a) (as example) corresponds to one 

horizontal line in panel (b). (b) Trace of a carbon adatom, clearly present 
throughout most of the sequence. The carbon adatom detaches close to the end of 

the image sequence, near the lower edge of panel (b). (c) Formation of a vacancy by 
knock-on damage, visible as the beginning of a white line near the upper edge. (d) 
Trace of a hydrogen adatom, clearly present throughout the entire image sequence. 
For any image averaged across several frames (a subset of the sequence) such as 

shown in the main article, the orthogonal cuts clearly establish which of the features 
have been present and static during the entire effective exposure time. 

We now look at orthogonal cuts through the 3D data set that is formed by the sequence 
of aligned images. Fig. S2a shows an individual frame and Fig. S2b an orthogonal cut, 
where each horizontal line corresponds to the dashed line in Fig S2a for subsequent 
frames. In this example, the location of the individual carbon adatom is chosen - it is not 
visible in the single exposure, but the “re-sliced” data shows a continuous line showing 
the adatom has not moved, adsorbed or desorbed during the time of observation. In a 
similar way, we can detect vacancies, or indeed follow the dynamics by looking for start 
and end points of white and dark lines (Figs. S2b-d). The fact that all features show up as 
precisely vertical lines prove that the alignment precision is better than the resolution of 
the  microscope and  that  no  deformations in  the  membrane are  introduced by  the 
irradiation.

A continuous line in this data set identifies a feature that has not changed during the 
corresponding data acquisition time. Vacancies appear as white lines and adsorbates as 
dark lines. The elementary vacancy formed by knock-on damage is a single carbon atom 
removal. For the unrelaxed vacancy one would expect the precise opposite contrast of a 
carbon  adatom (i.e.,  2.7%  contrast  in  a  white  spot).  However,  a  relaxed  vacancy 
(calculated  for  graphene in  Ref. [S19]),  where most nearby atoms shift  towards the 
vacancy, results in a significantly lower signal. Using the relaxed atom positions in Ref. 
[S19], the simulation predicts a white spot with an intensity 2.0% above the mean value. 
Experimentally observed white spots that are formed during observation (therefore most 
likely single vacancies just after their formation) all show a white contrast of about 1.5% 
(Fig. S2c). It must be noted that the simulated intensity for the relaxed vacancy is rather 
sensitive to the precise atom positions, and therefore is not taken as a precise reference 
(the edge is more well defined, see below). It does, however, provide additional evidence 
that the mismatch between simulated and experimental intensities in this experiment is 
rather small. 
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Figure S3:  (a) Polygon shaped holes formed after prolonged irradiation. All red  
 dashed lines incorporate angles that are multiples of 30°. (b) Intensity profile plot 
across an edge from vacuum (left) to the single-layer graphene membrane (right). 

The black line is a measured intensity profile, while the red and pink lines are 
simulations for defocus values of 60 nm and 72 nm, respectively.

A reference with known structure is provided by the edges of the membrane (Fig. S3). 
In particular, holes that form after prolonged irradiation show polygon shapes with all 
angles at multiples of 30 degrees. Therefore, we assume the edges of the holes to be 
armchair and zigzag lines of the graphene lattice.  Independent  of the orientation, the 
edges provide a fringe contrast that is in excellent agreement with the image simulation. 
In addition, a step edge between a single layer and bi-layer region of a sample was 
characterized and found to provide the precise same intensity fringe. The thicknesses 
were independently determined by electron diffraction [S9, S20].

In addition, the intensity plot across the edge of a hole confirms that the contrast here 
is dominated by phase contrast (elastic scattering): The dominant, symmetric fringe (+/- 
2%) at the edge is evidently a phase contrast effect. It is only within the featureless region 
of the graphene sheet where an absorption (due to scattering outside of the aperture) can 
be detected: We observe about 0.3% intensity difference between empty hole and clean 
single layer regions, somewhat larger than predicted by the elastic scattering simulation 
(ca. 0.1%). Given the uncertainty in experiments and calculations for inelastic scattering 
cross sections [S21], it  is not clear how much inelastic scattering will  affect a single 
hydrogen image. However,  any amount of  absorption  added into  the  simulation  (by 
introducing a complex scattering potential) does only increase the contrast, and therefore 
can not lead to a false identification of a heavier atom as hydrogen atom.

2  Supplementary Discussion

2.1  The Stobbs factor
Experimental high-resolution lattice images of “thin” crystals are frequently reported to 
have a much lower contrast than simulated images. The mismatch factor in the literature 
ranges between 1.5 and 6 [S22 -  S27]. The origin of this mismatch is still  not fully 
understood, and most  likely a  combination  of  several effects that  apply  in  different 
amounts to different types of samples. We argue here that the possible explanations that 
were put forward previously to explain the so-called “Stobbs factor” do not apply in our 
case. Before doing so, we note again that we study a one-atom thick support that is at 
least an order of magnitude thinner than typical “thin” TEM samples, and evidently free 
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from any amorphous coating in  the regions of interest (the regions where individual 
adatoms are observed). Further, we consider isolated features rather than lattice images. It 
must be noted that our single layer with an adatom is very well modeled in the rather 
simple weak phase object approximation, while almost all thicker samples require more 
elaborate calculations. Also, previous studies of heavier supported isolated atoms [S28] 
report a match to simulations better than a factor of two, in spite of a much thicker 
support.

First, amorphous coatings on a sample have been shown experimentally to contribute a 
dominant part in the contrast mismatch [S23, S24, S26]. Our region of interest is free 
from any such coating, with a very thin amorphous coverage only surrounding the clean 
regions. Second, electrons scattered inelastically by more than a few eV (plasmon losses) 
are out of focus and provide a more or less uniform background intensity that effectively 
reduces the contrast. This contribution scales with the sample thickness. Thus, while as 
much as 15% of the intensity in an unfiltered image of a 10 nm thick sample [S23] may 
be due to this background intensity, it will add less than 1% background intensity in our 
case of a single layer. Third, defects in crystalline specimen could lead to an effectively 
very large Debye-Waller factor in the projection of atomic colums [S22]. For a single 
layer / single atom observation, this does obviously not apply. Forth, vibrations of the 
lattice can smear out high-resolution images [S22, S27]. This is an effect that  affects 
predominantly very-high resolution images. In our case, however, the intensity dip that 
shows the adatom is not significantly affected by adding any reasonable vibrations (it is 
already wide enough on its  own). Finally, low-loss (phonon scattered) electrons have 
recently been shown to contribute to a lattice image that can be out of phase with the 
elastic image [S25], and thereby reduce the overall contrast. It was concluded that the 
mismatch factor due to this  effect alone would be at  most  1.4, and in addition, is  a 
complicated function of sample thickness. While it is not clear how much this last effect 
affects a single-atom image on graphene, we note that our conclusions will not be affected 
even if we allow a contrast mismatch of 1.4: Fig. S1 indicates a much larger safety margin 
for the hydrogen identification.

Again, we point out the excellent contrast match at the edge of a graphene sheet (near 
a hole), such as shown in Fig. S3. These holes provide a reference that is frequently 
present in the same image (i.e., recorded at identical conditions) as other features such as 
adatoms or vacancies. Also, the width of the edge fringe is similar to that of an adatom 
profile, i.e., it involves a similar set of spatial frequencies. 

2.2  Knockon damage cross sections
The cross section for knock on damage in an electron beam is given by Seitz and Koehler 
[S29], here in SI units, as

(1)
Apart from the usual constants (e electron charge, m0 electron mass, c speed of light, 

β=v/c with v the velocity of the electron, ɛ0 electric constant in vacuum, M atomic mass) 
the  expression  depends on  the  threshold  energy  for  displacement Ed,  the  maximum 
transmitted energy in a scattering event 
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(the beam energy E enters into Tm and also in β=v/c), and the atomic number Z. We first 
determine the displacement threshold  for a hydrogen atom bonded to the graphene sheet. 
The  calculations  in  Refs.  [S30,  S31]  consider  two  cases:  A  slow  (adiabatic) 
attachment/detachment of hydrogen where the graphene lattice is allowed to relax, and a 
frozen carbon lattice, showing the effective potential for the hydrogen atom in case of a 
rapid  displacement.  From  these  results,  we  obtain  the  displacement  barrier  for  the 
hydrogen atom as 0.8 eV and 1.4 eV for the two cases, respectively. Since a knock-on 
displacement in the electron beam is fast in comparison to lattice relaxation time scales, 
we use the latter value. However, the potential well for the bonded hydrogen (Fig. 3 in 
Ref. [S30]) is highly asymmetric: A hydrogen atom on the top surface, where knock-on 
displacement occurs towards the graphene sheet, will have a much higher displacement 
threshold than an atom at the bottom surface. We will  thus assume the displacement 
threshold of 1.4 eV for the hydrogen at the bottom surface. For a hydrogen to traverse a 
graphene sheet, it was calculated in Ref. [S32] that more than 14 eV are required, and in 
particular, much more if the hydrogen is centered above a carbon atom. In addition, Refs. 
[S32, S33] calculate that the hydrogen atom will most likely chemisorb (and thus, in our 
case, presumably remain chemisorbed) if accelerated towards the sheet at less than about 
10 eV.  Although  it  is  a  somewhat  simplistic  approximation  to  use  anisotropic 
displacement thresholds to calculate knock-on probabilities in different directions, this 
has  previously  produced  reasonable  results  for  anisotropic  carbon  knock-out  from 
nanotubes [S34, S35] that were later refined in a detailed calculation [S36]. In any case, 
these  numbers  should  be  considered an  order-of-magnitude estimate,  and indicate a 
reasonable stability for hydrogen on the top surface.

The maximum transmitted energy for a 100kV electron displacing a hydrogen atom is 
Tm=239eV. With Ed=1.4eV we obtain a displacement cross section of 324 barn, and for 
Ed=14eV a value of 29 barn (1 barn = 10-24cm2). This translates into an expected lifetime 
of 1.5 and 14 minutes, respectively, in our electron beam (ca. 7A/cm2). The displacement 
is a statistical process, and we note again that we analyze only those adatoms that have 
unambiguously been in place during the entire exposure time of the averaged image. The 
orthogonal cuts of image sequences before averaging, as shown in Fig. S2 show clearly 
for how long all atoms and defects have been present. Observed lifetimes of the hydrogen 
adatoms are on the order of 45 minutes. 

It has been noted previously (from above formula) that, at very high electron energies, 
the displacement cross section is actually larger for higher atomic number (Z) atoms. This 
is because for Ed<<Tm, the Z2 dependence dominates over the atomic mass dependence in 
Tm.  However, we note here that with relatively small displacement thresholds (on the 
order of 1 eV), the same is true already at our modest electron energy of 100 keV. A 
careful analysis of Eq. 1 shows that weakly bonded hydrogen is in fact more stable than 
any similar weak bonded heavier atom, such as a carbon adatoms or even inert metal 
atoms on a carbon film. 

3  Supplementary video legends

3.1  Supplementary video #1
Dynamics of a linear molecule on a graphene membrane as in Figs. 4b-d of the main 
article. Horizontal field of view in the video is 10 nm.
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3.2  Supplementary video #2
Dynamics of a carbon chain attached between larger adsorbates. Horizontal field of view 
is 14 nm.
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