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S.1 Training on the JPred dataset 

In order to show that our method does not over-fit and to perform a comparison with JPred, we trained seven 

DeepCNF models using the JPred training data (http://www.compbio.dundee.ac.uk/jpred4/about.shtml), which has 

1338 training proteins. We divided this dataset into 7 groups according to the JPred cross-validation sets and each 

time used 6 of them to train one DeepCNF model.  

 

We use the same model architecture and hyperparameters determined by our previous method. That is, our 

DeepCNF model has 5 hidden layers and each layer has 100 different neurons. The window size is set to 11, and 

the regularization factor is set to 50.  

 

We tested our seven DeepCNF models on the 149 JPred test proteins, which have no overlap with the JPred 

training data. See Supplemental Table 1 for the Q3 accuracy obtained by our models.  

Supplemental Table 1. Q3 accuracy on the 149 JPred test proteins, of the 7 DeepCNF models trained by the JPred 

training data. 

Q3(%) 

1 2 3 4 5 6 7 Avg+std 

84.8 85.1 84.8 84.9 85.0 84.8 84.8 84.9+0.1 

 

We also trained one DeepCNF model using the whole JPred training set and tested it on five test sets: CullPDB, 

CB513, CASP10, CASP11 and CAMEO. See Supplemental Table 2 for the results. 

Supplemental Table 2. Q3 accuracy of the DeepCNF model trained on the whole JPred training set. Five test sets 

are evaluated: CullPDB, CB513, CASP10, CASP11 and CAMEO. 

Q3(%) 

CullPDB CB513 CASP10 CASP11 CAMEO 

84.5 83.6 84.3 83.9 83.7 

 

 

 

 

 

 

 

http://www.compbio.dundee.ac.uk/jpred4/about.shtml


S.2 The figures comparing DeepCNF with other prediction methods on CullPDB 

 

(a) 

 

(b) 

 
(c) 

Supplemental Figure S1. (a) Head-to-head comparison of Q8 accuracy between DeepCNF and three methods: 

SSpro (with template), SSpro-ab (without template), and RaptorX-SS8. Head-to-head comparison of Q3 accuracy 

(b) and SOV score (c) between DeepCNF and the following methods: PSIPRED, SPINE-X, JPRED, SSpro (with 

template), SSpro-ab (without template), and RaptorX-SS8. 



S.3 The figures comparing DeepCNF with other prediction methods on CB513 

 

(a) 

 

(b) 

 

(c) 

Supplemental Figure S2. (a) Head-to-head comparison of Q8 accuracy between DeepCNF and three methods: 

SSpro (with template), SSpro-ab (without template), and RaptorX-SS8. Head-to-head comparison of Q3 accuracy 

(b) and SOV score (c) between DeepCNF and the following methods: PSIPRED, SPINE-X, JPRED, SSpro (with 

template), SSpro-ab (without template), and RaptorX-SS8. 



S.4 The figures comparing DeepCNF with other prediction methods on CASP10 

 

(a) 

 

(b) 

 

(c) 

Supplemental Figure S3. (a) Head-to-head comparison of Q8 accuracy between DeepCNF and three methods: 

SSpro (with template), SSpro-ab (without template), and RaptorX-SS8. Head-to-head comparison of Q3 accuracy 

(b) and SOV score (c) between DeepCNF and the following methods: PSIPRED, SPINE-X, JPRED, SSpro (with 

template), SSpro-ab (without template), and RaptorX-SS8. 



S.5 The figures comparing DeepCNF with other prediction methods on CASP11 

 

(a) 

 

(b) 

 
(c) 

Supplemental Figure S4. (a) Head-to-head comparison of Q8 accuracy between DeepCNF and three methods: 

SSpro (with template), SSpro-ab (without template), and RaptorX-SS8. Head-to-head comparison of Q3 accuracy 

(b) and SOV score (c) between DeepCNF and the following methods: PSIPRED, SPINE-X, JPRED, SSpro (with 

template), SSpro-ab (without template), and RaptorX-SS8. 



S.6 The figures comparing DeepCNF with other prediction methods on the CAMEO dataset 

 

(a) 

 

(b) 

 

(c) 

Supplemental Figure S5. (a) Head-to-head comparison of Q8 accuracy between DeepCNF and three methods: 

SSpro (with template), SSpro-ab (without template), and RaptorX-SS8. Head-to-head comparison of Q3 accuracy 

(b) and SOV score (c) between DeepCNF and the following methods: PSIPRED, SPINE-X, JPRED, SSpro (with 

template), SSpro-ab (without template), and RaptorX-SS8. 



S.7 Statistical test of difference between DeepCNF and the other methods on four test sets 

P-value. A statistical test indicates that the advantage of DeepCNF over other methods is significant, as shown in 

Supplemental Table S3. The p-values in the table are calculated by pairwise student’s t-test between DeepCNF and 

the other methods. The smaller the p-value, the more significant the advantage of DeepCNF over others is. In 

summary, DeepCNF not only obtains better Q3 accuracy, but also better SOV score. 

 

Supplemental Table S3. This table shows the P-values between DeepCNF and the following methods: 

SSpro(without template), SSpro(with template), SPINE-X, PSIPRED, JPRED and RaptorX-SS8 on five test sets in 

terms of Q8, Q3 accuracy, and SOV score. The smaller the p-value, the more significant the difference between two 

methods is. 

Methods CullPDB CB513 CASP10 CASP11 CAMEO 

Q8 accuracy 

SSpro (with template) 7.40E-33 1.09E-125 0.016 7.70E-11 7.13E-07 

Sspro (without template) 1.65E-97 4.45E-92 1.44E-21 6.81E-17 2.15E-26 

RaptorX-SS8 1.67E-73 4.88E-66 6.58E-18 3.92E-16 1.92E-11 

Q3 accuracy 

PSIPRED 7.43E-42 1.07E-29 7.99E-13 2.65E-06 1.55E-15 

SPINE-X 3.67E-79 4.2E-72 1.34E-15 8.61E-09 1.65E-21 

JPRED 1.92E-53 1.48E-48 4.36E-12 2.50E-07 5.09E-22 

SSpro (with template) 1.84E-04 1.67E-37 0.062 3.85E-12 3.01E-11 

Sspro (without template) 3.36E-80 1.77E-76 2.69E-20 2.36E-15 2.72E-23 

RaptorX-SS8 1.51E-47 1.19E-36 4.54E-14 9.03E-11 9.03E-16 

SOV score 

PSIPRED 1.27E-50 2.19E-26 1.32E-05 2.50E-06 1.14E-09 

SPINE-X 8.70E-61 9.27E-54 2.04E-11 4.37E-10 4.68E-18 

JPRED 3.24E-21 2.04E-09 4.99E-03 1.82E-05 3.21E-09 

SSpro (with template) 1.53E-29 2.37E-20 2.04E-11 3.31E-14 1.21E-18 

Sspro (without template) 6.10E-64 4.49E-59 1.40E-13 5.47E-15 1.55E-23 

RaptorX-SS8 1.14E-33 5.28E-38 6.74E-07 6.68E-06 9.62E-15 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



S.8 Segment OVerlap (SOV) Score 

The Segment Overlap score (SOV) measures overlap between the observed and the predicted secondary structure 

segments instead of per-residue accuracy, proposed by Zemla et. al. (Zemla, Venclovas, Fidelis, & Rost, 1999). The 

predictions that have high per-residue accuracy but deviate from experimental segment length distributions have 

lower SOV scores (Im, 2008). SOV score ranges from 0 to 1 with 1 indicating the perfect overlap. 

 

Brief description of SOV from (Zemla, et al., 1999) is as follows. To calculate SOV, the (predicted) secondary 

structure of one protein sequence is parsed into segments such that each segment has a single secondary structure 

type. Let S1 be the observed secondary structure and S2 the predicted secondary structure. For each type 𝑖 ∈

 {𝐻, 𝐸, 𝐶}, 𝑆(𝑖) is the set of segment pair (𝑠1, 𝑠2) with type 𝑖 where s1 is from S1, s2 is from S2 and 𝑠1 and 

 𝑠2 overlap in at least one residue. That is, 𝑆(𝑖)  =  {(𝑠1, 𝑠2) ∶  𝑠1 ∩  𝑠2 ≠ 0 and 𝑠1 𝑎𝑛𝑑 𝑠2 have type 𝑖}. In 

contrast, 𝑆′(𝑖)  =  {𝑠1 ∶  𝑠1 ∩  𝑠2 =  0 and 𝑠1 𝑎𝑛𝑑  𝑠2 have type 𝑖}. 

 

Then the segment overlap score between S1 and S2 is calculated as follows.  

𝑆𝑂𝑉(𝑆1, 𝑆2) =
1

𝑁
∑ ∑

min(𝑠1,𝑠2)+𝜎(𝑠1,𝑠2)

max (𝑠1,𝑠2)
∙ 𝑙(𝑠1)(𝑠1,𝑠2)∈𝑆(𝑖)𝑖 ∈ {𝐻,𝐸,𝐶}                (1) 

where min(𝑠1, 𝑠2) is the length of the overlap between s1 and s2, max(𝑠1, 𝑠2) is the length of the total span of 

s1 and s2, and 𝑙(𝑠1) is the length of s1, 𝜎(𝑠1, 𝑠2) is defined as min( max(𝑠1, 𝑠2) − min (𝑠1, 𝑠2), min(𝑠1, 𝑠2), 

⌊
𝑙(𝑠2)

2
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𝑙(𝑠1)

2
⌋ ) , and 𝑁 is defined as ∑ 𝑁(𝑖)𝑖 ∈ {𝐻,𝐸,𝐶}  where 𝑁(𝑖) = ∑ 𝑙(𝑠1)(𝑠1,𝑠2)∈𝑆(𝑖) + ∑ 𝑙(𝑠1)𝑠1∈𝑆′(𝑖)  
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