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Abstract

The processing of time series data is the key technical field of fipdaci hdata analy-
sis. With the continuous development of computing science, de£p yarniny has a rev-
olutionary impact on the traditional computing model. Amgag theri yshe generative
adversarial nets GANs has achieved desirable results in t#65 fitld of data generation.
Revolving around the conditional generative adversarial n¢ % cGANs, an effective
Bi-LSTM generator, CNN discriminator and data pr¢_Smsing rmethod are designed in
this paper. Also, the experiments on two economic datdsess including the stock and
commodity price are implemented. The results show {iat compared with the tradi-
tional model, the prediction performancef thi wresearch method witnesses a great
improvement and it can be employed£o U ¥er nieal with the analysis task of non-
stationary data, which is a significazf ppint,cgatributed by the research. In addition,
the details associated with the g€nerc »ar piode and GANs model optimization are
reported and discussed in cogit dation jwith the actual situation of the experiment,
and the existing problems afcfurthe »éxplained and discussed.

Keywords Time series date:<onomics - Financial engineering - Machine
learning - Deep lear1i.= JpSenerative adversarial nets

1 IntreGucy )n

NgWwadays, Vith the continuous development of global economy, the complexity
0: petndmic system and financial system is increasing, and the high correlation
and " ght coupling between economic behavior and data are increasing, which

es the traditional methods meet various problems and bottlenecks in dealing
with economic data analysis. These problems pose new challenges to the ability
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of calculation, accuracy and scale data processing in the field of economic data
analysis (Powney et al. 2014; Newman 2014).

With the continuous development of computing science, the mainstream data
analysis and calculation mode has evolved from the earlier empirical model
method and statistical model method to the machine learning model method, in
which deep learning model method attracts more and more researchers’ attention
in data analysis. The results show that the loop neural networks such as LSTM,
GRU and convolution neural networks such as CNN have excellent performance
in the analysis of time series data. These methods can be widely and further stud
ied in financial data analysis, and can be applied to practice quickly after gaining
sufficient experimental verification.

In the deep learning method, the emergence of generative advepSarial 118
GANSs provides a new impetus for the development of deep learning 3The jpro-
posal of GANs provides researchers with a better choice of datagei yaticiimeth-
ods in addition to flow generation model and autoregressive g€ wratios model. In
fact, GANs has made great achievements in the field of image rci ygnition. How-
ever, the application of GANSs is still in its infancy in #he | halysis of sequential
data (such as time series data, natural language data, auG {dawd, etc.). In a broad
sense, there are two main reasons. The one is atfgihuted o the discreteness of
sequence data, the other one is due to the high dimepsic; of sequential data. As a
result, it is required for researchers to optimize the GXANs model and solve practi-
cal problems based on sequential data. ¥Whei s, it is worth affirming that there
have been targeted research orientations v ) sol ations for the two bottlenecks.

Most of the existing economic and financ ¥ data analyses focus on the analysis
of single sequential data, for examj ¥ foyecasting the closing price by virtue of
the closing price and forecasti{ jthe cC (imodity price by virtue of the commodity
price. However, it is unreaganabi ¥e describe a certain kind of economic behav-
ior or financial phenom¢non bgsed on a single indicator. Only by establishing a
multivariate model to imy_ymeit expression and analysis, can the results be more
accurate. Compare( Wmith the traditional method, in which the ability and accu-
racy of multi-sequerigé aualysis are limited to a great extent, further investigation
and discussidn | re comducted by virtue of multi-variable deep learning modeling
in this reseats

In 26 ion tg the introduction of this part, the background information of analy-
sisApproac pof time series data, deep learning method and the characteristics of
& pobmic and financial data is introduced in the corresponding contents of the
secu il part. In the third part, the establishment and training methods of sequence
aodel based on LSTM as well as the selection of hyper-function are introduced, and
af the same time, the establishment, training of CGANs model and the selection of
hyper-function are introduced and discussed. As for the fourth part, data-associated
situations are introduced and there are two kinds of databases are employed in this
research, which include stock market database and commodity price database. Then,
the research results are reported and discussed in the fifth part and ultimately, the
overall research is summarized retrospectively and expected further.

The related fields of this research include econometrics, time series analysis,
machine learning and deep learning, financial engineering and complex systems.

@ Springer



Research on the application of conditional generative...

2 Related work
2.1 Analysis of time series data

Time series analysis is one of traditional and important kinds of data analysis and data
mining. Time series data extensively exists in various fields of human production and
life, such as theoretical research, scientific practice, engineering technology, production
and management, daily life, etc. (Wei et al. 2018; Liang et al. 2017; Blackwell et al.
2014).

Generally speaking, a time series is a set of random variables sorted accordingto the
time order, which is usually the result of observation of a potential process if. ac_hrd-
ance with a given sampling rate within an equally spaced period of time. Different fre %
other data, time series data has its own unified and meaningful data gtri_wure. Such
characteristics determines the interoperability and universal applicabjkity< thc analysis
method of time series data in different fields. The analysis of time€ hries a. @ includes
the classification and prediction of time series data.

Observation and measurement are implemented for a yafiati & or a’set of variables
x(t), and the sequence set composed of discrete numbers obtal 2d i1 a series of time tl,
t2,..., tn is called the time series. In detail, a set of rdjglam var.ables in chronological
order:

X1, X, X3 gk, (D

Can be employed to represent the tipe s< ¥es ¢« a random event, which is abbrevi-
ated as:

{(Xyyer} @)

For example: the closigg price ofa stock A in each trading day from June 1, 2015
to June 1, 2016 can form &_%me series; also, the highest temperature in a day in a place
can form a time serigg

Definition of the aiayy«, Ptask of time series data.

The two bds.) questions of time series analysis are prediction and classification
respectively. < he “wwing is the definition for the two questions and the first on lies in
the basi¢definit. » of the prediction of time series.

A, time"_gies with a given input length of n is defined as:

{X,.t=1,2,....n} 3)

Fhe prediction length of time series is defined as m, the prediction task can be
sxpressed as:

f(Xt> - {xn+l’xn+2’ ’xn+m} (4)
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2.2 Traditional method of time series analysis

The traditional methods of time series analysis (whose range is the method of
time series data before the appearance of machine learning) include observation
method, statistical method and model method, in which such methods as ARIMA
method, ARCH method that has won the Nobel Prize in economics, etc. are rela-
tively famous. Whereas, such models also have shortcomings and limitations to
some extent. Firstly, the parameters of the model are determined by subjective
judgment, which may lead to the local optimal solution rather than the glob&
optimal solution. Secondly, the enlargement of the model order will improve the
prediction effect, but this practice may be at the cost of tremendous copfip %ing
resources because of the poor computing performance. Thirdly, the effgct of mc i
sequence analysis is rather poor. These are also the bottlenecksof{ xaditibnal
methods of time series analysis (Wu 2002; Hron et al. 2011; Stekhe sn aud Biih-
Imann 2012).

2.3 Method of time series analysis of deep learning

Although the traditional method of time series analysis"has some limitations in
the application process, its guiding ideology is of Zuiding significance for the
selection, design and optimization of sulSequc 't algorithms. The development of
the method of time series analysis baged ¢ 3ymachine learning can be divided into
two paths. The one is to machine-}arl, the viassical method; the other one is the
application of machine learning”“mev »ds/ which include linear regression, deci-
sion trees, support vector mAc: mes, Bayesian networks, matrix decomposition,
Gaussian processes, etc. An¢ rest. ¥ indicate that the effect of machine learning
method is better than th ¢t of tdaditional analysis method of time series data. At
the same time, more indic:e#S and characteristics are put forward for the mod-
eling of time series'« sffect evaluation and performance optimization (Devlin
et al. 1810; Tyssk et\dl. Z013; Che et al. 2018).

2.3.1 Ne al network of long and short time memory (LSTM)

St petthh artificial neural network was put forward, a large number of machine
leari. g research has emerged, and achieved desirable achievements in dealing

W4 practical problems. Among many neural networks, recurrent neural network
¢RNN) is a neural network model dedicated to the study of sequence data. In the
process of application, RNN faces the problems of gradient disappearance and
sequence generation. In order to solve the problem of long-range correlation and
sequence generation in RNN, researchers developed long and short time memory
(LSTM) and Encoder-Decoder model. The results show that LSTM model per-
forms well in dealing with sequential data, and the effect will be further improved
by adding dual-way processing. In addition, the LSTM model also has some
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improved forms with better effect and performance, such as GRU model. The
mathematical expression of LSTM model is as follows:

ft = o-g(fot + Ufht-l +bf) (5)
il = Gg(Wixl + Uihl—] + bl) (6)
0, = O'g(Wox, + Uh,_ + bo) (

¢ =f; *Ct_l + it *Uc(cht +Ucht—l +bc) QV
ft = O-g(fot + Ufht—l + bf) x )
The basic structure of LSTM is shown in Fig. 1:
LSTM is a deep learning model with the property of ti

of time correlation is related to the parameters of the m
lems of gradient dissipation and remote transmissiog,loss i

rrelafion. The length
solves the prob-
ditional deep learn-

ing models by introducing mechanisms such as forge es. LSTM has the char-
acteristics of long-range correlation, but compared t N and other models, the
long- range correlation of LSTM is weak. 2ason is that the segment data in the
sequence received by the LSTM every ¢ ends on the memory gate mecha-
nism for the long-range correlation. scters in the memory gate are greatly
affected by the accumulation in t ence. This is a common feature of local

2.3.2 Convolutional neur:

Convolutional neur twork (CNN) is also an extended application of multi-layer
perceptron, whose st include convolutional layer, down-sampling layer and full
link layer. T Iti feature maps in each layer and each feature map extracts

a feature irtue of a kind of convolution filter and in addition, each fea-
ture multi neurons. CNN is widely used in image recognition and has
achi esults. On account that CNN can express the overall rule of sequence, it

© ® ()

t T t

A [T
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Fig.1 Classic Structure of LSTM
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hidden layer 1 hidden layer 2

Fig.2 Structure of CNN model

has been widely adopted in the classification of sequence data processing. The stafcture

of CNN model is shown in Fig. 2 (Sezer and Ozbayoglu 2019). Q

The mathematical expression of CNN model is:

s =(x «=w)t) = Z x(@)w(t —a) x (10)

a=—o0

SG.j) = (0 = K)G.j) = ; zn‘,l(m,mK(z ) (11
=) Wij '+biv (12)

X 1 2) (13)

ft zi) = Z;;%(ITZI') (14)

= (xxw)) = i x@w(t - a) (15)

ance of generative adversarial nets provides researchers with a new and bet-
iCe of the construction method of model generation. GANs can be employed to
the optimal equilibrium between certainty and randomness, real data and noise
ta, flow model and autoregressive model, so as to facilitate the generated model to
be better restore the laws of reality. The basic structure of generative adversarial nets is
shown in Fig. 3:
The objective function is expressed as:

a=—o0
2.3.3 &vgadversarial nets (GANSs)
er

minmax V(D,G) =E,p,, logD(x)| +E,_p_[log(1 — D(x))] (16)
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Real Dataset
(Authentic Wines)

. X»®» ‘O....a.o

GENERATOR  Generated/Fake Data DISCRIMINATOR Fak‘

(Forger) (Fake Wine) (Wine Taster)
lnsplratlon)
Fig. 3 The basic structure of GANs x

It can be seen that the function itself represents the ization of Max—Min
problem, which is also corresponding to the process o ation training of
G and D. In fact, the optimization training of canuot be completed by
virtue of a simple procedure. Generally speaking, shall be optimized at
first, followed by the optimization of G. When the tiscrimination network D is
optimized, the optimization function D xpressed as:

Nonse Vector

max VID,G)=E, p, D E, p, [log(1 - D(x))| (17

There are a great variety esea s related to the optimization model for
improving the performancag of s. Researches put forward conditional gen-
erative adversarial nets (CGANs) «0 make it meet the task of multi-variable gen-
eration, and the conditi ability is also introduced into the establishment

of GANs model. consequence, the objective function is transformed from

the accuracy rate to nditional probability (Miyato and Koyama 2018). The
wn as follows:

=E..p,, |logDx|y)| +E,_p, [log(1 — D(xy))] (18)

eie y refcrs to the condition sequence of objective value. As a whole, CGANs

1 antagonism process with the noise concerning conditional probability.
esiycs, the researchers also proposed GANS models such as ForGAN, SeqGan,
-GANSs to deal with the problem of time series data processing (Goodfellow

016; Arjovsky and Bottou 2017; Zhou et al. 2018; Li et al. 2019).

In previous studies, generators and discriminators often used deep learning
neural network models, such as DNN, CNN, RNN, LSTM, etc. The specific
model selection depends on the characteristics of the research problem and the
characteristics of the data set (Liu et al. 2016,2009; Lazar and N A. 2002; Hus-
son and Josse 2014).
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2.4 Probability distribution of economic data

Financial dynamics is an independent research field in financial analysis and eco-
nomic analysis. By virtue of the description of volatility, yield, correlation and dif-
fusion dynamics, it analyzes and investigates the internal dynamics of financial phe-
nomena. Financial dynamics can deal with researches and application work in the
combination with the traditional method of time series and machine learning. It has
interdisciplinary research fields and similar goals with econometrics and other dis-
ciplines, but the methodology and technical paths are different (Honaker and Kixf
2010).

In the related researches revolving around randomness, the description, 0i hco-
nomic data done by researchers include Pareto estimation, random estimagion, mix %
Gaussian distribution and Levy distribution. At present, it is generally a¢ epted/that
the distribution of economic data conforms to the truncation of Lexly " jeght uiStribu-
tion, which is expressed as:

0 x>1
P,x)=4qcP(x) -1>x<I (19)
0 x <0

where P, (x) is a symmetric Levy distributigge.c is a normalization constant. This
conclusion is helpful for the design and sflectiC_)of training strategy and activation
function in the construction of deep lesknin, model.

The Levy flight censored distribus{ wnicharacteristics of economic data are unique,
and this feature will affect the d€sign* € thie algorithm and the selection of critical
parameters. We must also cardy ¢ ¥ moael research in conjunction with the distribu-
tion characteristics of the data wheij dealing with other types of data (such as physi-
cal data, meteorological ¢ ta, mgdical data).

3 Modeld d/ »athod
3.1 Cvei. \structure

T yovepadl structure of the model is described in this part. The model adopts the gener-
ative' dversarial nets, and the objective function partially adopts the objective function

1 conditional probability. In combination with the Levy ending distribution property
St economic data and experimental test, the tanh function is regarded as the final output
layer of conditional probability. The input of the whole model is the conditional vector
matrix v. Since GAN training is very sensitive to dimensions, the dimension of the con-
ditional vector matrix is set to 3. For the case where the original data is of high dimen-
sion, the automatic coding machine can be employed for dimensionality reduction, so
as to achieve the goal of dimensionality reduction without causing data loss. Bidirec-
tional LSTM model is selected as the trainer, which takes both long range memory
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and short range memory into account, and the streaming mode is employed to gener-
ate data. In addition, the discriminator adopts CNN model and autoregressive mode to
judge the generator. In order to meet the requirements of CNN data input, the original
data needs to be preprocessed and constructed three-dimensional matrix, which is con-
nected and unified with the process of automatic encoder. In the preprocessing process,
first, we calculate the volatility of key data indicators. The volatility rate is the change
range of the sequence data relative to the previous sequence data. This indicator is cal-
culated within the sequence data without large-scale fluctuations and can be combined
with the data normalization preprocessing process. The overall structure is shown 4

Fig. 4.
3.2 Model of Bi-LSTM generator ‘ \)

The whole structure of the generator adopts bidirectional LSTM mo
input conditional state matrix is the matrix sequence with dime 3, the input
result matrix is the random generated dimension noise seque snension 1. In
order to ensure that the model adopted by the generator ¢ he achievement
of the generation goal, and in order to determine the selectio ¢ hyper-function the

ata of the

model, the Bi-LSTM model is implemented prelimin: dy’at first. The input data
is firstly studied by pre-processing and preserving the velatiity, and the value volatility
rate is defined as:

R(t) = InP( nP(t) (20)

Random Noise Data

Real Samples
_From Training Dat:

Testing Data

Data Pre-
Processing IR

03 Pied| ey

Fig.4 The overall structure of research
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Table 1 The algorithm of Bi-LSTM generator

Algorithm 1 Bi-LSTM generator algorithm

1 gettimeseriesdata{x}, {v}fromdatasource
2 datapreprocessing . reshapedimensionto3byAEsalgorithmas{v*}
3 datapreprocessing : {x/ }, {v/ }isnormalizedvolatilityrateof {x}, {v*}
4 createBiLSTMmodel, setlayers = 10, OptimizedbyAdam, LosssetbyMSE
5 Learningratesetbydecaylearningin[0.001 ~ 0.05]
6 initializeBiLSTMbyseed, settrain,, andtest, fromdata
7 trainBiLSTMbytrain,,,
8 testBiLSTMbytest .,
9 outputresult Q
Z?I;;Iii S:i:tﬁi pre-training results 000 }t(MSE* 100)
ARIMA 12.9153
ARIMA-GARCH 10.8762
SVM 9.8034
LSTM 8.0080
LSTM (in train_se 7.5401
Bi-LSTM (epo 7.5305
Bi-LSTM ch 6.9332
hs="Z.in train_set) 6.7299

where P(f) refers to the {rice cgndition at a certain moment, and A is equivalent
to 1 in the continuous w ased analysis. Shanghai stock index serves as the
data in prehmlnary according to the method of order selection of ARIMA
model, the sele of best order is 21-43. Generally, ARIMA order model

indow is set to 20 in the preliminary study. In addition, the multi-
neur: twork is set in the model, the loss function adopts MSE, the update
y \adopts Adam, the activation function of the output layer adopts tanh, and

is adopted and selected from the gradient [0.001-0.05]. The pseudo code of the
gorithm process is shown as follows (Table 1).

In the preliminary training, better results were achieved at epoch =2000, when
MSE was reduced to less than 0.07. Compared with baseline models ARIMA,
ARIMA-GARCH, SVM and unidirectional LSTM, the result is much better.
Among them, the parameters of the unidirectional LSTM model are the same as
those of Bi-LSTM. Whereas, the comparison of training and test results subjected
to multiple parameters shows that the performance of the model in the training set
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is always better than that in the result set, which can be attributed to two reasons
by means of preliminary analysis. Firstly, LSTM is a generation method of flow
mode data, which focuses on the law of micro fluctuation, but cannot reflect the
global fluctuation of data; secondly, when LSTM is trained, the training dataset
of time series data cannot reflect the specific data laws of the data of test set. The
first problem can be addressed with the GANs model and the second problem can
be alleviated by the Bi-LSTM model. The results show that compared with the
training dataset, the error of LSTM model in Bi-LSTM test decreases by 56.55%
(Table 2).

The training situations are shown in Fig. 5. It can be seen from the training situ-
ations that, with the increase of epoch, the error decreased gradually. (d.1)
indicate that the forward and reverse fitting results of the model are si
represents the effectiveness of Bi-LSTM in extracting the overall regu
sequence.

3.3 CNN discriminator model

work can generalize
rmation, which is essen-
triction of the discriminant
tep is to carry out data pre-
here is to convert the data after

In this study, CNN is used to construct discriminator. CN
and extract global information by convolution of lod
tially a structured multi-layer neural network. The ¢
model mainly depends on the following step
liminary processing. The preliminary p
AEs dimensionality reduction from t

where t refers to the length of the tidhe

Result of Bi-LSTM. MSE=24.9970. Epochs=500 Result of Bi-LSTM. MSE=7.7305. Epochs=1000 Result of Bi-LSTM. MSE=7.2355. Epochs=1500

| !
%\” JM ‘»\w"'gf'\f‘\w" L i
Y ﬂqu /

@ ®) C]

Result of Bi-LSTM. MSE=69332 . Epochs=2000 Result of Bi-LSTM. MSE=6.9332. Epochs=2000
{reverse soquence)

o

@1 (42)

Fig.5 The predicive simulation of Bi-LSTM
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1 2 3 4 § 6 7 8 © 10 11 12 13 18 18 16 17 18 10 20

1 2 3 4 5 6 7T 8 90 1011 12 13 14 15 16 17 18 19 20

(1) (2)

Fig.6 Schematic diagram of data after matrix conversion preprocessing

Table 3 The algorithm of CNN discriminator model

Algorithm 2 CNN discriminator model algorithm

1 gettimeseriesdata{x}, {v}fromds wrce

2 datapreprocessing reshape{x,v‘Jimdnsionto3byAEsalg0rithmas{x’ }
3 datapreprocessing . _zg ’"zpe{x’ }tuZO X 20 X 3as{img}

4 createCNNmodel@ =tinpiii ., CONVyyyeys, POOLING 40y, OUIPUL 0

5 OptimizedbyAGsm, 15 %byll

6 initializeGE_Wbyheed, scttrain,,andtest,, fromdata preprocessing

7 trainGNNbytr:

8 tesCCN:_Wtest,,

9 outputresiy.

by images, andgeach ¥nage contains 20X 20 pixel data. The second step is to mark
the image, A, w) ich each image will be equipped with a corresponding label. The
mark frofirthe eal dataset is 1, and the mark from the noise dataset is 0. The third
step ig'tix ypreliniinary training of the image classification and in the fourth step, the
meiel is ap, tied to the generative adversarial training in the adversarial nets. After
P midcepsing, the data of the target sequence is converted into formatted data. We
can_)'1mage processing for further research or use other data analysis methods for
Sther research. In the process of data conversion, there is no loss in the data’s own
shange rules and data distribution.The image figure that has been preprocessed by
data is shown in the following figure, in which the left image is the case when data
is missing, and the right image is the case when data completion is finished by virtue
preprocessing (Fig. 6).

The model structure is set to the input layer. There are four 3 X3 convolvers,
and a pooling layer is prepared after each two convolvers. Finally, the data is
streamed to the output layer and the output result is processed by softmax. There
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epoch=10

epoch=100
0 1 0 1

accuracy accuracy

precision 25.00% precision 78.91%
recall 5.00% recall 33.67%
F1-score 8.33% F1-score 47.20%

Q\)

Fig.7 CNN verification test (1)
nvolver

are two reasons why the model does not take the usage of r
into account. On the one hand, the use of small kernel condo is expected to
enhance the overall training efficiency of the model; on ther {.dnd, the order
of long-range influence of economic data is about 20, xactly the range
of data induction corresponding to the 3 X 3 kernel_convo Compared with the
3% 3 kernel convolver, the convolver with larger ay acquire worse per-
formance in the extraction of long-range correlation Yaw’(Table 3 and Fig. 7).

The model performs well in the preliminggy training of datasets in which there
are 300 pictures for the data of comms % ce and 50 pictures among them
with noise data. The training results S 2'in the following figures. It can be
seen that the accuracy of 98.94% ore of 0.96 can be achieved after the
training of 500 cycles (Fig. 8)

In order to evaluate and €o e the performance and results of the model,
this paper uses a Binary glassificatyon machine to analyze the model. In the verifi-
cation data set, the data ivided into two categories, labeled 0 and 1.

&

epoch=200 epoch=500
0 1 0 1

0 0

1 1
accuracy 76.00% accuracy 93.71%
precision 95.38% precision 98.94%
recall 75.67% recall 93.67%
F1-score 84.39% Fl-score 96.23%

Fig.8 CNN verification test (2)

@ Springer



L. Weiping, W. Weihan

3.4 Automatic coder AEs

In this study, the automatic coder is employed to higher and lower the dimension
of multi-dimensional data. Automatic coders are a branch of unsupervised learning,
and the core architecture is composed of an encoder and a decoder. By means of
the encoder, the features of the input data are extracted by virtue of the multi-layer
neural network to form the feature vector. Then the feature vector can be returned
to the raw dimensional data by means of the decoder-based reverse change. The
model uses the error between input and output as the objective function for traii

ing, and the final purpose is to make the output signal as similar as possible fo the
input single, that is, the information contained in the raw data is not lost duf1i ythe
mapping process of the feature vector. The coding target structure of thg automa ¥
coder is 400 x 3, which is determined by the characteristics of the datasi yitselfland
the requirements of the model construction. The output structure f < e accdder is
the same as that of the raw data. The mathematical expression4 hthe el ¥ding and
decoding processes is respectively shown as follows:

encode : y = s(Wx +b) 21

decode : z =s(W'y +b{ ) (22)

where the data matrix input as X is outpu#&-Jhe matrix y through the multi-layer
neural network. s represents the nonliné jacti\ation function. In this study, tanh
activation function is adopted, W is #he wei, )/matrix and b is the bias quantity of
the neural network. During the prow s ‘ofpdecoding, WAT and bAT are the trans-
posed matrixes of W and b, regfictively

The dimensionality raising' anc_keduction of the raw data to feature vectors and
the restoration of the featyfre vector o the raw data are achieved by means of encoder
and decoder, respectively\_hutopiatic coder is a mature machine learning technology
with stable perform@mse in terms of coding and decoding. Within the range of error
acceptance, it is gengrany believed that the output z of the decoder is exactly the
same as the jfip. ) x ofjthe encoder. Also, such a process can be employed to imple-
ment the din: wSicillity reduction as well as the dimensionality raising of the input
data.

25 Sanditional generative adversarial nets (CGANs) model

Sampared with the previous GANS in which the unconditional constrain generation
was used, the input of D and G in cGANs was granted with conditions, so that the
generated model can describe the probability distribution under different kinds of
conditions, so as to achieve a better effect. Each component of the model has a clear
division of labor. The generated model G is used to extract the distribution of data,
and the discriminant model D is used to determine the probability that an input sam-
ple comes from real data rather than the generated sample. For the convenience of
the following discussion, the input of the real dataset is recorded as x and the input
of the noise dataset as z. The objective function of the model is expressed as follows:
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m(z;n max VD,.G) =E, p, [logD(x | y)] +E, p, [log(l - Dz Iy))] (23)
The optimization procedure of discriminator D can be expressed as:
max V(D.G) =E.p,, [logD(x|y)| +E,_p, [log(1 — D(z|y))] (24)

The optimization procedure of generator G can be expressed as:

min VD, G) = E, p,[log(1 - D(zly))] (

In the function V(D, G), the first term is the entropy of the data from real
tion pdata(x) through discriminator and the discriminator tries to make it
up to 1; the second term is the entropy of the data from random inp

general, the discriminator tends to maximize the function V(D; he generator

tends to minimize the function V(D, G), so that the disp etween the real data
and false data can be narrow to a great extent. When the ation accuracy of
discriminator D converges to 50%, this practice indicates tlh »the generator G has
made discriminator D unable to distinguish data sou ich can be regarded as

the completion of the model training. At the moment, \generator G can be employed
to generate new data or perform predictio

c¢GAN:s is the core link of the whole n terms of the selection of hyper-
function, the model parameters are mi this research in combination with
the improvement strategy of W characteristics of economic data. As
__Gradignts” o -
I |
| I
! |
' |
! |
|
; ! w 1
Real O } Real ;
| Discriminator
| loss
Fake O Fake
|
Generator O Samples Discriminator O Prediction of I Generator
' Samples | loss
|
|
i
Gradients O

Fig.9 Framework of Cgan
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Table 4 The algorithm of cGAN model

Algorithm 3 cGANs model algorithm

gettimeseriesdata{x}, {z}, {v}fromdatasource
datapreprocessin g : reshape{x,v}to400 X 3byAEsalg orithmas {x’ }
datapreprocessin g : reshape{v}to dim ension3byAEsalg orithmas{v*}
datapreprocessin g : reshape{x’}toZO X 20 X 3as{imgml}
datapreprocessin g : {z’ } {v’ }isnormalizedvolatilityrateof {x}, {v*}
createcGANswithgenerater = algorithmlasG, discri min ator = alg orith
createcGANswithdiscriminator = algorithm2asD, OptimizedbyRSMProp
repeatcGANSs.trainuntilD,,,, = 50%orepoch = epoch

input *

O 00 N AN N R W N =

repeatcGANSs.traincGANs.G trainandoutputgeneratedata{g},

—_
(=)

repeatcGANs.trainreshape{ g, v}t0400 X 3byAEsalg orith

—
—

repeatcGANSs.trainreshape { g } 1020 X 20 X 3as { imgy,

—_
(3]

repeathANs.traincGANs.D.trainby{ Mg our }
= cGANs.D.testby{i N imgfa
repeatcGANSs.traincontinuetooptimizecG. GandcGAN s

—_
W

repeatcGANSs.trainD

rate

—_ =
(S TN

outputresult

for the activation function of the last layer
distribution is adopted and the optimiza
algorithm. The expression of the al
(Fig. 9 and Table 4).

4 Datasets and expeée(ysg

Two datasets were
ated with the
one is relata
duced bgio

nh function close to Levy truncated
ithm is replaced by the RSMProp
GANSs model is shown as follows

N

=

: is study, one of which was taken from the data associ-
ack index‘and stock price of Shanghai stock exchange, and the other
a of commercial prices of a city Two types of data are intro-

taset of stock index and stock price

ata comes from the Shanghai stock exchange and is publicly available. The

aset contains more than 7000 trading days of the Shanghai composite index and
stocks since 1990. The data fields include closing price, highest price, lowest price,
opening price, previous closing price, up/down amount, up/down amount, volume
and transaction amount. In the actual time series analysis, it is necessary to conduct
correlation analysis or causative analysis on the data of each field in order to deter-
mine the impact of each index on the results. The commonly used methods include
principal component analysis (PCA), empirical mode decomposition (EDM) and
XGBoost algorithm in machine learning. In this study, two indexes including up and
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down amount and up and down range were eliminated, and the other seven indexes
are input as state data. Data for a total of 400 trading days from August 2001 to
April 2003 were selected, and a total of 50 indexes and stocks including the Shang-
hai stock index were used as research data.

4.2 Date set of commercial prices

This data is derived from the commercial price in a city and contains a large amount,
of price data. The available data indicators include transaction price, transactiol:
quantity and total transaction volume, which are all calculated and stored on afdaily
basis. In this study, the price fluctuation of 50 items within 400 consecufive™ wvs
was selected for data analysis and model research in this paper.

4.3 Evaluation function

In this study, MSE pair is used as the evaluation index tQA&% Muate juie final results
of the generator. The evaluation process includes the vai »/Clire given sequence
length, the random starting position, and the prediction of © »next sequence posi-
tion. This evaluation is for the overall output of th¢“C Mgz model. In the process
of model training, the training status of discriminatoi can be monitored by classi-
fication accuracy F1-score, and the overalL##@ming status can be monitored by loss
function, JS divergence, KL divergence 4 &, It i| necessary to monitor the situation
during the training process. Compared withi dther deep learning models, it is more
likely for the training process of € AN3utd)encounter difficulties. On account that
the initial state is random, the rgadom ™ s#al state is conducive to the training of the
model and the development,©f t ) training towards convergence. Whereas, if the
random initial state and tMe initial training are far away from the real sample, it will
be difficult to carry out ti_\training process. At the moment, the parameters can be
reset to implement mgtraining.

4.4 Experimen.  andjnodel training

ModelA ¥ining ¢ad data experiment are carried out for the design and dataset of the
abofe merti pried model. In the process of model training, the effect of initial noise
@ yadel training was studied. Figure (a) shows that the training process encoun-
terc hasjong period of oscillation, it can be seen that the oscillation continued at
anoch =2000. Figure (b) shows the deviation from the real sample caused by the
noise data encountered in the training, which has not entered the convergence trend
after the training to epoch =3000. Figure (c) shows a better training process, which
entered the convergence trend around epoch=1200. During the training process,
the model learning rate was reduced at epoch =2050, and then the model gradually
converged and produced good results. Many researchers have proposed solutions to
address the difficulties of GANs training. The improvement of the preliminary train-
ing process for the generator and the construction of mixed noise data in the combi-
nation of actual data and noise data are effective solutions.

@ Springer



L. Weiping, W. Weihan

For the difficulties encountered in the training, the parameters were studied
and optimized in the experiment. During the training process, on account that the
output of GANSs is processed by tanh, the distribution of loss function tends to
the same trend at the edge. If the edge of big error is reached during the distrib-
uted training, it is difficult to jump out of the big error interval in the case of low
learning rate. As a consequence, the situation shown in figure (a) is presented.
Similarly, the training shown in figure (b) also demonstrates such a problem. In
addition, the training shown in figure (b) also reveals another problem, that is,
since the overall objective function reflects the optimal game of G and D, when
continues to be optimized, G develops backward due to the random deviation of
noise, and thus develops the process into a training task that refuses to ¢
For the above two problems, in the subsequent training, the input ngfise dat

processed into mixed noise data. At the same time, the method of ing
learning rate was adopted to accelerate the convergence rate : and a
good effect was obtained, which is shown in figure (c) (Fig. 1

Several baseline comparison models and change models* w t up in the
study. The baseline model includes the ARIMA-GAR del répresenting the
traditional time series analysis, excellent algorithm o e learning SVM,

sequential deep learning method LSTM and ordin A n the GANs model,
the discriminator and generator are both set as the neural network with 5
layers and 64 cores, and MSE is selected as the indexyof comparative evaluation.

LS

——discriminator loss generator loss

epoch = ] 201 401 601 801 1001 1201 1401 1601 1801 2001 2201 2401 2601 2801 3001
——discriminator loss = generator loss

(c)

Fig. 10 The loss funtion in the training of GANs
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5 Results

The index to evaluate the experimental results includes MSE, RMSE, MAE and
MAPE. The formula of the four indexes is shown as follows:

n

N N
MSE = - Z‘ (5 = ¥1) (26)

(27)

(28)

(5 =) (29)

The value range of MSE, RMSE and MAE is [0, + &)."When the predicted value
and the true value reach the ideal fitting, it-{8@gual to' 0, that is, the perfect model.
In addition, the greater the error, the gré Jer the value. The value range of MAPE
is [0, 4 o0), in which 0% represents aA 1deal’ ypdel, while MAPE higher than 100%
represents a poor model. The evalde dpirtakeet of MSE and RMSE is the predicted
volatility after normalization, a6d the" 3XE and MAPE evaluation indexes are the
predicted values.

The datasets were tralned and Jested on Stock price Dataset (Dataset I) and
Commodity price Datase ¥Datgset II). A representative result is selected for each
of the two datasetsgzhose situation can be sorted in the table below. For dataset
I, compared with th¢, pas iine model, the CGANs model achieved better results in
all indexes. Afr ng them, the MSE was decresed to close to 0.05, which indicates
that the periv i 1s increased by 48.75% compared with the traditional method
ARIMACGARC ¥ For another index MAE, CGANs was reduced to 20% of the error
of thet AN MA-GARCH model, and the optimization range was higher than that
i MSE, This phenomenon can be attributed to the volatility of the dataset, which
ma s the optimization range of MSE and MAE differ by about 4 times. In fact, it
is reluted to the need for ARIMA to complete the difference to convert the data into
a4 stationary sequence. The comparison results show that the neural network model
(LSTM, GAN, cGANS) has better processing effect on volatility error than SVM and
ARIMA-GARCH. According to the results of dataset II, the optimization amplitude
is better than the dataset. In terms of the stationarity of dataset I and dataset II, the
comparison shows that dataset I needs 6 differences to show stationarity, while data-
set IT needs 3 differences to show stationarity. This also proves that the stability and
volatility of the dataset have impacts on the effect of the model and at the same time,
the deep learning method has a strong ability to deal with non-stationary sequences.
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Table5 Comparison of

prediction results of dataset Data set Model MAE MAPE MSE RMSE
I-based model Stock price  arima-garch 35.4479 2.2179% 0.1014 0.3184
Dataset svm 19.9602 1.2488% 0.0953 0.3087

Istm 10.6248  0.6634% 0.0769 0.2773

gan 92477 0.5777% 0.0720 0.2684

cgans 7.9081 0.4939% 0.0519 0.2279

Table 6 Comparsion of prediction results of dataset II-based model

Data set Model MAE MAPE MSE REE
Commodity price dataset arima-garch 27.0876 1.69% 0.0920 0.37050
svm 15.5014 0.96% 07% 0.2821
Istm 10.5897 0.66% 20766 0.2767
gans 9.2449 0.57% O Y 0.2882
cgans 7.8425 0.48¢% 0.0598 0.2444

The comparison of LSTM model pre-training in the,third part shows that cGANs
has better effect than Bi-LSTM, and the effe€Jtest set and training set is relatively
uniform. This result reveals that the intfC ictio; of the confrontation between the
autoregressive model and the flow piddel wi )give consideration to the law of the
overall sequence and the law of the i st0schpic sequence, thus making the generali-
zation of the law more complets

Making comparison of thelefic s of GANs and cGANS, it can be seen that the
difference between both gf them is reflected in two aspects. The one lies in the intro-
duction of condition prot_hility in cGANS and on the other hand, data preproc-
essing and targeted@madel construction for cGANs are added in this research. In
addition, it can be segp/iryim the results that the performance of GANs without opti-
mization is bdSic illy eguivalent to that of LSTM, and the performance demonstrated
by some indc hs i oWeaker than that of LSTM model (Tables 5, 6).

TheAlowin, figures show the comparison of 100 data processing tasks in two
datasets, 1+ hich the horizontal label represents the sample number and the vertical
ofordlinate represents the result value of RMSE. It can be observed from the index
ime_& that the performance of ARIMA-GARCH and SVM is relatively ordinary, the
nerfoimance of LSTM and GAN models is distributed in the middle range, while the
pcrformance of cGANS is generally better than that of various models and performs
better in dataset I. The image distribution of dataset II shows that the performance
of SVM is significantly improved in the data approaching to the stationary sequence,
and the difference between each method is smaller than the comparison difference
in dataset I. Such a consequence once again reveals that the model developed in this
paper is relatively effective in dealing with non-stationarity.

What should be reported is that the training time cost by cGANSs is much longer
than that by other methods (Fig. 11).
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6 Conclusion and expec n \‘
In this paper, the authofiintroducés the background information in terms of the
time series processing o ic data, and puts forward tasks to predict the eco-
nomic time series d on cGANs model. Revolving around such a cGANs

model, Bi-LS r and CNN discriminator are constructed, and the pre-
liminary prg automatic coder AEs and sequential data visualization are

l.ie comparison results indicate that these strategies can reap desir-

he performance of cGANs model is increased by 48.75% compared

aditional methods. In the part of model and experimental analysis, the per-

or e and parameters of the generator and discriminator are discussed, and the

ining strategy and parameter selection of overall cGANs are analyzed, reported

d discussed. In the part of result analysis, the comparison shows that the effect

of the model is better than the baseline model and at the same time, its processing

capacity in dealing with non-stationary series is superior to traditional methods and

machine learning method. Such two conclusions can be regarded as the major points
contributed by this research.

Considering the limitation caused by computing resource, no more sample data

is introduced in the research. Whereas, the results acquired from studying the two

kinds of economic data including stock data and commercial prices show that the
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method developed in this paper performs well in handling with the analysis of econ-
omy-related data. In addition to economic data, the research method of this paper
can also be applied to data in other fields, such as physical sensor data, medical
monitoring data, and other types of time series data. Besides, the method proposed
in this paper can mine and learn the overall distribution of data under specific condi-
tions, so this method can also be applied to further research and data tasks such as
data missing filling and noise data recognition.

In this paper, when using the LSTM model, the LSTM can be used to describe
this feature of the overall distribution of sequence data. This is different from tH
usual prediction tasks using LSTM, which is also a critical innovation point in this
study. When LSTM is used to mine the overall distribution of data, there is“a* sob-
lem of fragmented data perspective. Setting a global deep learning mgdel in ¥
GAN model for adversarial training can enhance LSTM’s ability to des¢ ibe global
data distribution rules.

In general, the issue that this research faces lies in the p€gessin, Yof single
sequence data, whose method can be enlarged to the processitig G: multi-sequence
data. The problem that the training time cost by cGANL w; s relatively long was
encountered in this research. Although the convergence €. <t vun be improved by
virtue of adding strategies, the problem related to lofggtraining time shall be further
studied and addressed.
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