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Supplementary Table 1. Software, packages, and libraries for ML in Microbiology. List of the main 

recommended stand-alone software, packages, and libraries with main characteristics, links, and most 

relevant features. 

 

Type Sub-type Method Package(s) and Link(s) 

Supervised Classification 
& regression 

Support vector 
machine 

- sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.svm) 
- LIBSVM (https://www.csie.ntu.edu.tw/~cjlin/libsvm/) 

Supervised Classification 
& regression 

Random forest - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.ensemble.Ra
ndomForestRegressor.html, https://scikit-
learn.org/stable/modules/generated/sklearn.ensemble.Ra
ndomForestClassifier.html) 

Supervised Classification Bayes - sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.naive_bayes) 

Supervised Classification 
& regression 

k-Nearest 
neighbor 

- sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.neighbors) 

Supervised Classification 
& regression 

Adaptive 
boosting classifier 

- sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.ensemble) 

Supervised Classification 
& regression 

Deep learning - TensorFlow (https://www.tensorflow.org/) 
- Keras (https://keras.io/) 
- PyTorch (https://pytorch.org/) 

Supervised Classification 
& regression 

Neural network - sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.neural_network) 

Supervised Regression Logistic 
regression 

- sklearn (https://scikit-
learn.org/stable/modules/classes.html#module-
sklearn.linear_model) 

Supervised Regression LASSO - sklearn (https://scikit-
learn.org/stable/modules/classes.html#regressors-with-
variable-selection) 

Supervised Regression ElasticNet - sklearn (https://scikit-
learn.org/stable/modules/classes.html#regressors-with-
variable-selection) 

Unsupervised Dimensionality 
reduction 

UMAP - Python implementation 
(https://github.com/lmcinnes/umap) 



- R implementation (https://github.com/tkonopka/umap) 

Unsupervised Dimensionality 
reduction 

t-SNE - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.manifold.TS
NE.html) 
- R implementation (https://github.com/jkrijthe/Rtsne) 

Unsupervised Dimensionality 
reduction 

PCA - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.decompositi
on.PCA.html) 
- R stats 
(https://www.rdocumentation.org/packages/stats/topics/
prcomp) 
- FactoMineR 
(https://www.rdocumentation.org/packages/FactoMineR/
) 

Unsupervised Dimensionality 
reduction 

PCoA  / MDS - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.manifold.M
DS.html) 

Unsupervised Dimensionality 
reduction 

nMDS - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.manifold.M
DS.html) 

Unsupervised Clustering Hierchical - sklearn (https://scikit-
learn.org/stable/modules/generated/sklearn.cluster.Agglo
merativeClustering.html) 
- fastcluster (https://github.com/dmuellner/fastcluster/) 
- Scipy 
(https://docs.scipy.org/doc/scipy/reference/cluster.hierar
chy.html) 
- Cluster 
(https://www.rdocumentation.org/packages/cluster/) 

Unsupervised Clustering Biclustering - FABIA 
(https://www.bioconductor.org/packages/release/bioc/ht
ml/fabia.html) 
- biclust 
(https://www.rdocumentation.org/packages/biclust/) 
- QUBIC 
(https://www.bioconductor.org/packages/release/bioc/ht
ml/QUBIC.html) 
- sklearn (https://scikit-
learn.org/stable/modules/biclustering.html) 

Unsupervised Clustering Partitional - K-means (https://scikit-
learn.org/stable/modules/generated/sklearn.cluster.KMe
ans.html) 
- K-medoids (https://github.com/kno10/python-
kmedoids) 
- Scipy 
(https://docs.scipy.org/doc/scipy/reference/cluster.vq.ht
ml) 
- Cluster 
(https://www.rdocumentation.org/packages/cluster/) 



 

Supplementary Box 1. Machine learning implementations 

There are several machine learning implementations publicly available that are appropriate to be 
applied to microbiological data, starting from those that provide a graphical user interface, to 
command-line software and libraries to be used within a programming language. In general, the non-
trained user might find more convenient the use of software with a graphical user interface, although, 
the more experienced and trained user could find more flexible and adaptable the direct use of software 
ML libraries via scripts and code. In the latter case, it is advisable to look for best coding practices and 
suggestions to make the writing, development, and debugging of the code easier1–3. Graphical user 
interface tools are accessible to users without prior programming knowledge and are the easiest way 
for microbiologists to approach ML. Weka4 is a comprehensive software for ML accessible via a graphical 
user interface as well as via application programming interfaces (APIs) and R/Python wrappers. 
MicrobiomeAnalyst5,6 is a web-based framework that allows for multi-level analysis of microbiome data, 
among which there is the classification using Random Forest. QIIME 27 and mothur8 are free and open-
source platforms specifically for microbiome analysis with ML capabilities that can be extended with 
plugins developed by the community. Within the QIIME 2 platform, there are two plugins that 
implement machine learning frameworks “q2-feature-classifier”9 which implements machine learning 
methods for sequence classification, and “q2-sample-classifier”10 which implements supervised 
machine learning methods to predict sample outcomes using microbiome composition or other 
quantitative data as input features. Finally, SIAMCAT is a statistical inference and machine learning 
pipeline implemented in R for the identification of biomarkers.11 

Command line software and libraries generally require users to have some programming capabilities 
and will be less approachable to novice users than tools with a graphic interface. However, software 
and libraries are more widely applicable to many different scenarios. For the Python programming 
language, the most popular machine learning library is scikit-learn12, an open-source package providing 
both supervised and unsupervised approaches and many functionalities for data preprocessing and 
feature selection. Packages focused on deep learning include TensorFlow13, Keras, and PyTorch14. Other 
implementations for dimensionality reduction and clustering can be found in the SciPy library15 and 
specific packages, i.e. UMAP (https://github.com/lmcinnes/umap). The R programming language has 
the mlr3 and tidymodels packages16,17, but many other machine learning approaches are available in 
specific packages such as "caret", “stats”, “cluster”, “FABIA”, and “QUBIC”. Additionally, some of these 
libraries have been enriched with AutoML packages that automate the process of model selection and 
hyperparameter tuning and find the most appropriate configuration for the predictive task at hand. 
Popular examples include AutoSklearn18 and AutoKeras19 for scikit-learn and Keras, respectively. 

 

Supplementary Box 2. Causal inference versus prediction 

Causal inference is a frequent objective of observational studies for which euphemisms are not 
helpful20. ML studies that are mainly concerned with developing accurate prediction models do not 
depend on knowing causal relationships to meet this objective; however, complex or unknown causal 
relationships can impact generalizability and potential for the success of microbiome-based 
interventions. Specifically for the case of ML applied to human microbiome data, some potential causal 
relationships21 consistent with accurate prediction models include: 

● microbiome -> outcome: the most desirable relationship for generalizability and for the 
potential of interventions on the microbiome to alter the outcome. However, even in the 
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presence of such a causal relationship, generalizability is not assured if there are mediators of 
the effect of the microbiome on the outcome, or other factors also affecting the outcome, that 
differ between the sample and target population.  

● outcome -> microbiome: considerations for reverse causality in prediction are similar, but 
interventions on the microbiome would not alter the outcome. Mediators may still be present, 
such as treatments of the outcome that affect the microbiome 

● microbiome <- confounder -> outcome: confounding occurs when a common factor causes both 
the outcome and the microbiome predictor, inducing correlation. If the confounder is known 
and observed, controlling for it in a regression model can estimate the association between 
predictor and outcome in the absence of confounding. Unmeasured confounding is difficult to 
account for, but a validation of models in different populations where the prevalence or effect 
of unmeasured confounders is different may give an idea of the impact of confounding. 

● microbiome -> collider <- outcome (direct arrow between microbiome and outcome not 
shown): A collider is caused by both the microbiome and the outcome of interest. Colliders are 
not necessarily a problem but can present a methodological pitfall because controlling for a 
collider will introduce bias in the estimated causal effect between microbiome predictor and 
outcome. 

Standard epidemiological methods for causal inference22, such as adjustment in a multivariate 
regression model, can be applied to the predictions made by machine learning as a single variable 
instead of the hundreds of variables present in a typical microbiome dataset. Causal inference remains 
challenging and usually requires experimental validation, but these methods provide a framework for 
dealing with the challenges in observational datasets. 
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