# GENETICS 

Supporting Information
http://www.genetics.org/content/suppl/2011/05/30/genetics.111.128876.DC1

## Genetic Draft and Quasi-Neutrality in Large Facultatively Sexual Populations

R. A. Neher and B. I. Shraiman


Figure S1 The fitness distribution of a population adapting at many loci is Gaussian. The figure shows the fitness distribution measured using our computational model for different ratios $r / \sigma$. Only at $r / \sigma=0.1$ or 0.2 , one sees (slight) deviations from the Gaussian. Our analysis applies in the range $1>r / \sigma>1 / v \log N$, where the fitness distribution is Gaussian all the way into the tails.


Figure S2 Fixation times and fixation probabilities with background selection, in analogy to Fig. 2 of the manuscript. The left panel shows the mean fixation time of neutral mutations in populations of different sizes at different ratios of $r / \sigma$. Fixation times are normalized by $N$. In contrast to Fig. 2 of the manuscript, the fitness variation here does not result from sweeping beneficial mutations but from many deleterious mutations. Comparing Fig. 2 to this figure, one sees that the effect of background selection on the fixation time of neutral mutations is very similar to that of multiple sweeps in a facultatively sexual population. The right panel shows the fixation probability of mutations with different effects on fitness for different ratios $r / \sigma$, normalized to the neutral expectation $N^{-1}$. Again, the fitness variance is due to background selection rather than sweeps, but the effect on the fixation probability is similar. These observations are consistent with the argument that from the perspective of a novel mutation, the nature of the fitness variation is irrelevant. What matters is the dynamics of the fitness of individual genotypes relative to the mean: For background selection, the fitness of genotypes declines due to accumulation of deleterious mutations, while in the case of adaptation the mean increases steadily.


Figure S3 Allele frequency spectra of neutral (left) and deleterious mutations (right) in a background selection scenario, in analogy to Fig. 3b of the manuscript. At low recombination rates ( $r / \sigma<1$ ), the frequency spectrum of neutral mutations falls off much more rapidly than expected in a neutral model, very similar to what is observed for the scenario of continuous adaptation. The predicted behavior $\sim v^{-2}$ is indicated by the steeper black line. Only when $r / \sigma \gg 1$ does the spectrum agree with the neutral prediction ( $\sim v^{-1}$ indicated by upper straight black line). The right panel shows the frequency spectrum of the deleterious mutations responsible for the fitness variation with effect size $s_{0}=-0.004$. At low recombination rates, allele frequencies are close to fixation, either in the bad $(v=1)$ or the good $(v=0)$ state. At high recombination rates, the allele frequency spectra are distributed around their equilibrium value $v=\mu / s_{0}=0.0625$.

## File S1 Supporting Methods

## Derivation of the backward Master equation for $p(n, T)$

The fundamental quantity of the branching process is the probability distribution, $p(n, T)$, of observing $n$ copies of the allele $T$ generations after it originated. A backward equation for $p(n, T)$ can be derived by considering the probability $p(n, T \mid k, t, x)$ of having $n$ copies at time $T$, given their were $k$ copies on a background with fitness $x$ at time $t$. $p(n, T \mid k, t-\Delta t, x)$ now can be expressed as a sum over possible intermediate states at time $t$ :

$$
\begin{align*}
p(n, T \mid k, t-\Delta t, x)= & p(n, T \mid k, t, x)(1-\Delta t k(2+x-\bar{x}(t)+s+r)) \\
& +\Delta t[k(1+x-\bar{x}(t)+s) p(n, T \mid k+1, t, x)+k p(n, T \mid k-1, t, x)] \\
& +\Delta t r k \sum_{n^{\prime}} \int_{x^{\prime}} K_{x x^{\prime}} p\left(n-n^{\prime}, T \mid k-1, t, x\right) p\left(n^{\prime}, T \mid 1, t, x^{\prime}\right) \tag{1}
\end{align*}
$$

where $\bar{x}(t)$ is the mean fitness of the population at time $t$. The different terms have straightforward interpretations: The first term is the probability that nothing happens in the small time interval $\Delta t$, the second accounts for a division of one of $k$ individuals, which happens with rate $k(1+x-\bar{x}(t)+s)$, the third term accounts for the death of one of the $k$, while the last term accounts for outcrossing of one of the $k$, producing a new individual with fitness $x^{\prime}$ and removing one with fitness $x$. The outcrossing term is then summed over all possible ways the $k-1$ individuals with fitness $x$ and the one with fitness $x^{\prime}$ can give rise to $n$ individuals at time $T$. Sending $\Delta t$ to zero and rearranging terms results in an ODE for $p(n, T \mid k, t, x)$

$$
\begin{align*}
-\partial_{t} p(n, T \mid k, t, x)= & -p(n, T \mid k, t, x) k(2+x-\bar{x}(t)+s+r) \\
& +k(1+x-\bar{x}(t)+s) p(n, T \mid k+1, t, x)+k p(n, T \mid k-1, t, x) \\
& +r k \sum_{n^{\prime}} \int_{x^{\prime}} K_{x x^{\prime}} p\left(n-n^{\prime}, T \mid k-1, t, x\right) p\left(n^{\prime}, T \mid 1, t, x^{\prime}\right) \tag{2}
\end{align*}
$$

This is equation 1 from the main text.

## Derivation of the equation for the generating function

To remove the convolution over $n$ it is convenient to consider the generating function $\hat{p}(\lambda, T \mid k, t, x)=$ $\sum_{n} \lambda^{n} p(n, T \mid k, t, x)$. Multiplying the above equation by $\lambda^{n}$ and summing over $n$ yields

$$
\begin{align*}
-\partial_{t} \hat{p}(\lambda, T \mid k, t, x)= & -k(2+x-\bar{x}(t)+s+r) \hat{p}(\lambda, T \mid k, t, x) \\
& +k(1+x-\bar{x}(t)+s) \hat{p}(\lambda, T \mid k+1, t, x)+k \hat{p}(\lambda, T \mid k-1, t, x)  \tag{3}\\
& +r k \int_{x^{\prime}} K_{x x^{\prime}} \hat{p}(\lambda, T \mid k-1, t, x) \hat{p}(\lambda, T \mid 1, t, x)
\end{align*}
$$

All $k$ initial individuals are independent, hence $\hat{p}(\lambda, T \mid k, t, x)=\hat{p}^{k}(\lambda, T \mid t, x)$ and the right hand side is $-\partial_{t} \hat{p}^{k}(\lambda, T \mid t, x)=-k \hat{p}^{k-1}(\lambda, T \mid t, x) \partial_{t} \hat{p}(\lambda, T \mid t, x)$. We can therefore divide the equation by $\hat{p}_{x}^{k-1}(\lambda, T \mid t, x)$ to obtain

$$
\begin{equation*}
-\partial_{t} \hat{p}(\lambda, T, t, x)=-(2+x-\bar{x}(t)+s+r) \hat{p}(\lambda, T, t, x)+(1+x-\bar{x}(t)+s) \hat{p}^{2}(\lambda, T, t, x)+1+r \int_{x^{\prime}} K_{x x^{\prime}} \hat{p}(\lambda, T, t, x) \tag{4}
\end{equation*}
$$

The generating function has the boundary condition $\hat{p}(\lambda, T \mid T, x)=\lambda$, which follows from $p(n, T \mid k, T, x)=\delta_{n k}$. Substituting $\hat{p}(\lambda, T \mid t, x)=1-\phi(\lambda, T, t, x)$ removes the constant term.

$$
\begin{equation*}
\partial_{t} \phi(\lambda, T, t, x)=-r \int_{x^{\prime}} K_{x x^{\prime}} \phi\left(\lambda, T, t, x^{\prime}\right)-(x-\bar{x}(t)+s-r) \phi(\lambda, T, t, x)+(1+x-\bar{x}(t)+s) \phi^{2}(\lambda, T, t, x) \tag{5}
\end{equation*}
$$

which now has boundary condition $\phi(\lambda, T, T, x)=1-\lambda$. Assuming that selection is weak on the timescale of one generation $(\sigma \ll 1)$, we can approximate $1+x-\bar{x}(t)+s$ by 1 and arrive at Eq. 18 of the main text:

$$
\begin{equation*}
-\partial_{t} \phi(\lambda, T, t, x)=r \int_{x^{\prime}} K_{x x^{\prime}} \phi\left(\lambda, T, t, x^{\prime}\right)+(x-\bar{x}(t)+s-r) \phi(\lambda, T, t, x)-\phi^{2}(\lambda, T, t, x) \tag{6}
\end{equation*}
$$

## Solution for $\Phi(\tau)$ at low $\tilde{r}$

In the main text, we presented a solution to the two equations (Eqs. (21) and (23))

$$
\psi(\tau, \chi)= \begin{cases}r e^{\theta^{2} / 2} \int_{0}^{\tau} d \tau^{\prime} \Phi\left(\tau^{\prime}\right) e^{-\theta^{\prime 2} / 2} & \theta<\Theta_{c}  \tag{7}\\ \theta / \epsilon & \theta>\Theta_{c}\end{cases}
$$

and

$$
\begin{equation*}
\partial_{\tau} \Phi(\tau)=\tilde{s} \Phi(\tau)-\epsilon \int d \chi P(\tau, \chi) \psi^{2}(\tau, \chi) \tag{8}
\end{equation*}
$$

in a regime of intermediate $\tilde{r}(1 / \sqrt{\log N}<\tilde{r}<1)$. An additional solution with qualitatively different properties exists at low $\tilde{r}$. While the assumption of a Gaussian fitness distribution is questionable in this range of $\tilde{r}$, we nevertheless present the solution here for completeness. Proceeding as before, we evaluate the integral in Eq. (7) by expanding exponent around its maximum. The maximum is located at $\tau^{\prime}=\tau-\theta-\alpha\left(\tau^{\prime}\right)$ where $\alpha(\tau)=-\Phi(\tau)^{-1} \partial_{\tau} \Phi(\tau)$. Assuming $\alpha(\tau)$ changes slowly with time, we have

$$
\begin{equation*}
\psi(\tau) \approx \sqrt{2 \pi} \tilde{r} \Phi(\tau) e^{\frac{(\theta+\alpha)^{2}}{2}} \tag{9}
\end{equation*}
$$

This solution is valid below $\Theta_{c}$, where $\psi(\tau)$ crosses over the linear saturated form $\theta / \epsilon$. In addition to the matching condition at $\Theta_{c}$, we use Eq. 8 for $s=0$ to determine $\alpha$ :

$$
\begin{equation*}
\partial_{\tau} \Phi(\tau)=-\alpha \Phi(\tau)=-\tilde{r} \Phi(\tau) e^{\Theta_{c}(\alpha-\tilde{r})+\alpha^{2} / 2-\tilde{r}^{2} / 2} \tag{10}
\end{equation*}
$$

For $\tilde{r} \Theta_{c} \gg 1$ we recover the solution with small $\alpha$ given in the main text. For smaller $\tilde{r}$, however, we find $\alpha(\tau) \approx \frac{\log \tilde{r}}{\Theta_{c}}$. Solving the matching condition for $\Theta_{c}$ and differentiating with respect to $\tau$ yields $\partial_{\tau} \Theta_{c}=-\frac{1}{\Theta_{c}} \alpha(\tau)$. This is readily solved for this case of $\Theta_{c} \tilde{r}<1$

$$
\begin{equation*}
\Theta_{c}(\tau)=\left(-3\left(\tau-\tau_{0}\right) \log \tilde{r}+\Theta_{0}^{3}\right)^{1 / 3} \tag{11}
\end{equation*}
$$

Substituting this solution for $\Theta_{c}(\tau)$ into the expression for the rescaled generating function yields

$$
\begin{equation*}
\Phi(\tau)=\frac{\Theta_{c}}{\epsilon \tilde{r}} e^{-\frac{\left(\Theta_{c}+\alpha\right)^{2}}{2}} \sim e^{-\frac{\left[-3\left(\tau-\tau_{0}\right) \log \tilde{r}+\Theta_{0}^{3}\right]^{2 / 3}}{2}} \tag{12}
\end{equation*}
$$

Hence in this low $\tilde{r}$ regime, the decay of the survival probability is qualitatively different from the regime of intermediate $\tilde{r}$.

## Effective clone-based model

To rationalize the behavior of the continuous time branching process, we considered the following simplified model discussed in the main text: Genotypes expand clonally and produce recombinant offspring. The offspring start growing simultaneously in the next "effective" generation after all clones from the previous generation have disappeared. The relevant quantity now is the number of clones or distinct genotypes, rather than the number of individuals. To understand the dynamics of the number of clones, we need to know how many clones a single clone can produce.

Consider a single genotype with background fitness $\chi$ which is carrying a mutation of effect size $\tilde{s}$. The expected number of recombinant offspring from this genotype is $\xi=\tilde{r} \int_{0}^{\infty} d t n_{\chi}(t)$, where $n_{\chi}(t)$ is the copy number trajectory. The Laplace transform $\hat{p}(\xi)$ of $p(\xi)$ obeys the equation $(\phi(z)=1-\hat{p}(z))$

$$
\begin{equation*}
\partial_{\chi} \phi(\chi, z)=\tilde{r} z+(\chi+\tilde{s}-\tilde{r}(1-z)) \phi(\chi, z)-\phi(\chi, z)^{2} \tag{13}
\end{equation*}
$$

which is a simpler version of the Eq. (42) (main text) since only one single clone is considered and recombination to daugther clone is ignored. This equation can be solved asymptotically in the regimes of large and small $\chi-r$.

$$
\phi(\chi, z)= \begin{cases}\tilde{r} z e^{(\chi+\tilde{s}-\tilde{r}(1-z))^{2} / 2} \int_{-\infty}^{\chi+\tilde{s}-\tilde{r}(1-z)} d x e^{-x^{2} / 2} & \chi-\tilde{r} \ll \Theta_{c}  \tag{14}\\ (\chi-\tilde{r}(1-z)) & \chi-\tilde{r} \gg \Theta_{c}\end{cases}
$$

where $\Theta_{c} \approx \sqrt{-2 \log \tilde{r} z}$. The initial fitness of the genotype, $\chi$, is Gaussian distributed and the Laplace transform has to be averaged over $\chi$.

$$
\begin{equation*}
\phi(z)=\int_{-\infty}^{\infty} \frac{d \chi}{\sqrt{2 \pi}} e^{-\chi^{2} / 2} \phi(\chi, z) \tag{15}
\end{equation*}
$$

Let's look at the mean number $\langle\xi\rangle$ of recombinant offspring first, which is given by differentiating with respect to $z$ and setting $z=0$, which in turn sends $\Theta_{c}$ to infinity. Integration by parts yields

$$
\begin{equation*}
\langle\xi\rangle=\partial_{z} \int_{-\infty}^{\infty} \frac{d \chi}{\sqrt{2 \pi}} e^{-\chi^{2} / 2} \phi(\chi)=\tilde{r} \int_{-\infty}^{\infty} \frac{d \chi}{\sqrt{2 \pi}} e^{-\chi(\tilde{r}-\tilde{s})+r^{2} / 2} \int_{-\infty}^{\chi-\tilde{r}+\tilde{s}} d x e^{-x^{2} / 2}=\frac{\tilde{r}}{\tilde{r}-\tilde{s}} \tag{16}
\end{equation*}
$$

Hence the mean number of recombinant offspring is 1 for a neutral mutation and approximately $1+\tilde{s} / \tilde{r}$ for mutations with small effect. To evaluate the integral in Eq. (15) at finite $z$, we have to account for the cross-over of $\phi(\chi, z)$ at $\chi-\tilde{r}=\Theta_{c} \approx \sqrt{-2 \log \tilde{r} z}$. For small $z$, the cross-over translates into a cut-off of the integral. Again, the integral can be evaluated by parts:

$$
\begin{align*}
\phi(z) & =\int_{-\infty}^{\Theta_{c}+\tilde{r}-\tilde{s}} \frac{d \chi}{\sqrt{2 \pi}} \tilde{r} z e^{-\chi(\tilde{r}(1-z)-\tilde{s})+\tilde{r}^{2}(1-z)^{2} / 2} \int_{-\infty}^{\chi-\tilde{r}(1-z)+\tilde{s}} d x e^{-x^{2} / 2}+\int_{\Theta_{c}+\tilde{r}-\tilde{s}}^{\infty} \frac{d \chi}{\sqrt{2 \pi}} e^{-\chi^{2} / 2}(\chi-\tilde{r}(1-z))  \tag{17}\\
& \approx \frac{\tilde{r} z}{\tilde{r}-\tilde{s}}\left[1-e^{-\Theta_{c}(\tilde{r}-\tilde{s})-\tilde{r}^{2} / 2}\right]
\end{align*}
$$

Hence, the generating function of the average number of recombinant offspring generated by a random genotype is given by

$$
\begin{equation*}
\hat{p}(z)=1-\phi(z) \approx 1-\frac{\tilde{r} z}{\tilde{r}-\tilde{s}}\left[1-e^{-\Theta_{c}(\tilde{r}-\tilde{s})}\right] \tag{18}
\end{equation*}
$$

where the last expression is valid for $z \ll 1$ and $\tilde{r} \ll 1$.
The actual number $m$ of recombinant offspring (novel clones) generated by one clone is Poisson distributed with mean $\xi$. The generating function of $m$ is therefore

$$
\begin{equation*}
\sum_{m} \lambda^{m} P(m)=\sum_{m} \lambda^{m} \int_{0}^{\infty} d \xi p(\xi) e^{-\xi} \frac{\xi^{m}}{m!}=\int_{0}^{\infty} d \xi p(\xi) e^{-\xi(1-\lambda)}=\hat{p}(1-\lambda)=1-\phi(1-\lambda) \tag{19}
\end{equation*}
$$

We will now use this result to calculate how the number of clones that descend from a particular genotype evolves over time.

## The stochastic dynamics of the number genotypes

As long as the clones we are tracking constitute a small fraction of the population, different clones are independent. The probability to go from $k$ to $m$ clones in one effective generation has therefore the generating function $\hat{P}(\lambda, k)=$ $\hat{P}^{k}(\lambda, 1)=(1-\phi(1-\lambda))^{k}$. To study the dynamics of the number of clones over many generations, we need to know how this propagator behaves when iterated.

$$
\begin{align*}
& \sum_{m} \lambda^{m} \sum_{m_{1}, \ldots m_{n}} P\left(m, m_{n}\right) P\left(m_{n}, m_{n-1}\right) \ldots P\left(m_{1}, k\right)=\sum_{m_{n}} \hat{P}^{m_{n}}(1-\lambda) \sum_{m_{1}, \ldots m_{n-1}} P\left(m_{n}, m_{n-1}\right) \ldots P\left(m_{1}, k\right)  \tag{20}\\
& =[\hat{P}(1-\hat{P}(1-\hat{P}(1-\ldots \hat{P}(1-\lambda))))]^{k}=[1-\phi \circ \phi \ldots \circ \phi(1-\lambda)]^{k}=\left[1-\Phi_{n}(1-\lambda)\right]^{k}
\end{align*}
$$

Using the result for the Laplace transform in Eq. (18), we arrive at the difference equation

$$
\begin{equation*}
\Phi_{n+1}-\Phi_{n} \approx\left[\tilde{s} / \tilde{r}-e^{-\tilde{r} \sqrt{-2 \log \tilde{r} \Phi_{n}}}\right] \Phi_{n} \tag{21}
\end{equation*}
$$

This is exactly the differential equation we have derived using the continuous time mode when the effective generation time is set to $\tilde{r}^{-1}$. The latter is reasonable since the $\tilde{r}^{-1}$ is the turnover time by recombination.

