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Artificial intelligence (AI) has made, and will 
continue to make, significant improvements 
to service companies with respect to 
workforce automation, market offerings, 
service quality and productivity.1–5 However, 
these applications of AI can pose serious and 
disproportionate risks to service customers 

as a result of ethical trade-offs made by 
companies in the design and operation of AI.6 
For instance, autonomous decision-making 
processes have been shown to display biases 
and discrimination against certain vulnerable 
consumers in the provision of important 
services;7,8 the use of AI in data-driven 
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business models that operates without 
oversight or accountability while covertly 
harvesting consumer data en masse;9,10 and the 
application of AI generated consumer data 
and insights to prompt addictive or coercive 
service interactions.11 These exemplars of 
ethical business trade-offs can inflict negative 
outcomes onto service consumers, including 
dehumanisation, loss of autonomy and 
dignity, financial liability and marginalisation 
within society, to name but a few.12–15 
Although AI practices may be implemented 
and governed by service companies with 
the best intentions toward mitigating these 
ethical concerns, AI models can become 
malleable and create unintended outcomes (or 
‘algorithmic fallout’) through ‘poisoned’ input 
data, method biases, and historical biases.16,17

As service companies increasingly 
migrate their offerings to digital platforms 
and implement progressively advanced AI 
systems, the degree of potential harm to 
consumers, scope of unintended outcomes 
and opportunity costs inherent within 
ethical trade-offs can only escalate.18 In the 
context of AI applications within digitally-
focused service business models, these 
ethical concerns are difficult to manage 
given the opacity, complexity, ubiquity and 
unobservability of AI systems.19 Accordingly, 
service academics and practitioners are 
progressively utilising the concept of 
corporate digital responsibility (CDR) to 
assist in identifying, managing and mitigating 
the ethical trade-offs attributed to AI.20,21 
At the society level, CDR can be defined 
as a ‘set of shared values and norms guiding 
an organisation’s operations concerning the 
creation and operation of digital technology 
and data’.22 From a service perspective, 
CDR involves the shared values, social 
norms, organisational artifacts, governance 
procedures and operational practices utilised 
by service companies in addressing the 
ethical trade-offs involved with managing 
AI systems within their business models and 
value chains. While internally managed, 
a company’s CDR practices are informed 

by external regulation (eg General Data 
Protection Regulation [GDPR]),23 consumer 
expectations24,25 and willingness of the 
company to absorb opportunity costs 
imposed by managing ethical trade-offs (eg 
shutting down external revenue streams 
derived from selling consumer data to 
unaffiliated third parties).26

In ensuring ethical operation of AI in 
service companies, CDR practices respond 
to specific ethical risks that arise from 
different stages of the service technology and 
data lifecycle. Each lifecycle stage involves 
distinct activities and processes pertaining 
to the ethical usage of AI technology and 
data. First, the creation lifecycle stage focuses 
on ethical risks involved with the capture 
of data to be processed by AI systems (eg 
observation and surveillance, biometric 
identification, integrating data from third 
parties, designing variables representative 
of the target population and training data, 
disclosure of data collection practices).27–30 
Second, the operation stage refers to the 
functioning of AI systems to execute 
service processes (eg analysing consumer 
information to enact service decisions with 
transparency, validity and all stakeholder 
interests accounted for).31–34 Third, the 
refinement stage of AI systems and trained 
data sets involves optimisation, inspection 
and financial/social impact assessment of 
operating AI systems (eg detecting biases, 
unforeseen consequences and bad actors 
through performance auditing and formal 
governance procedures).35–37 Fourth, the 
retainment stage refers to practices involving 
the secure storage or retirement of data and 
AI systems (eg ensuring security of sensitive 
consumer information such as banking 
details, biometric data permanently destroyed 
after a mandated time interval has passed).38,39 
At each stage of a service company’s service 
technology and data lifecycle, ethical trade-
offs are apparent in relation to the use of AI 
systems both internal to service companies 
and also in response to how other service 
companies embed their AI practices across 
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Figure 1: A service company’s CDR calculus40

these lifecycles, both up and down service 
value chains (ie supply chain partners, data 
aggregators and data base providers).

But why are service companies making 
ethical trade-offs and needing to engage in 
CDR in the first instance? In identifying 
motivations behind these trade-offs, the 
CDR calculus is proposed to assess the value 
of good CDR to a service company. As 
depicted in Figure 1, the benefits and costs 
of implementing good CDR practices are 
proposed to determine the likelihood of 
a company engaging in ethical trade-offs 
involving AI systems. The CDR calculus 
asserts that service companies will engage 
in positive CDR practices if the calculus is 
positive or neutral (with respect to financial 
and reputational costs), whereas negative 
ethical trade-offs are more likely to occur 
if the calculus is negative unless external 
regulation stipulates otherwise.

As the ethical risks, unintended 
consequences and trade-offs involved with 
the operation of increasingly powerful 
AI systems will escalate in future, service 
companies should ensure that robust and 
effective CDR practices are in place to 
manage these risks. A strong CDR culture 
provides service firms a means to mitigate 
CDR concerns and pursue the ethical 
operation of AI systems within digital 
business models and service offerings.

References
1. Bornet, P., Barkin, I. and Wirtz J. (2021), Intelligent 

Automation, Independent Publisher, Columbia.
2. Tóth, Z., Caruana, R., Gruber, T. and Loebbecke, 

C. (March 2022), ‘The Dawn of the AI Robots: 
Towards a New Framework of AI Robot 
Accountability’, Journal of Business Ethics, pp. 1–22.

3. Bock, D. E., Wolter, J. S. and Ferrell, O. (2020), 
‘Artificial intelligence: Disrupting what we know 
about services’, Journal of Services Marketing, Vol. 34, 
No. 3, pp. 317–334.

4. Huang, M-H. and Rust, R.T. (2021), ‘Engaged to 
a robot? The role of AI in service’, Journal of Service 
Research, Vol. 24, No. 1, pp. 30–41.

5. Wirtz, J. and Zeithaml, V. (2018), ‘Cost-effective 
service excellence’, Journal of the Academy of Marketing 
Science, Vol. 46, No. 1, pp. 59–80.

6. Belk, R. (2021), ‘Ethical issues in service robotics and 
artificial intelligence’, The Service Industries Journal, 
Vol. 41, Nos. 13–14, pp. 860–876.

7. Akter, S., McCarthy, G., Sajib, S., Michael, K., 
Dwivedi, Y. K., D’Ambra, J. and Shen, K. N. 
(October 2021), ‘Algorithmic bias in data-driven 
innovation in the age of AI’, International Journal of 
Information Management, Vol. 60, pp. 1–13.

8. Hagendorff, T. (2020), ‘The ethics of AI ethics: An 
evaluation of guidelines’, Minds and Machines, Vol. 30, 
No. 1, pp. 99–120.

9. Breidbach, C. F. and Maglio, P. (2020), ‘Accountable 
algorithms? The ethical implications of data-driven 
business models’, Journal of Service Management, Vol. 
31, No. 2, pp. 163–185.

10. Elliott, K., Price, R., Shaw, P., Spiliotopoulos, T., 
Ng, M., Coopamootoo, K. and Moorsel, A. van 
(2021), ‘Towards an Equitable Digital Society: 
Artificial Intelligence (AI) and Corporate Digital 
Responsibility (CDR)’, Society, Vol. 78, pp. 179–188.

11. Du, S. and Xie, C. (2021), ‘Paradoxes of artificial 
intelligence in consumer markets: Ethical challenges 
and opportunities’, Journal of Business Research, Vol. 
129, pp. 961–974.

12. Belk, ref. 6 above.
13. Zuboff, S. (2019), The Age of Surveillance Capitalism: 

The Fight for a Human Future at the New Frontier of 
Power, Profile Books, London.

14. Vandemeulebroucke, T., Dierckx de Casterlé, B. and 
Gastmans, C. (2021), ‘Socially Assistive Robots in 
Aged Care: Ethical Orientations Beyond the Care-
Romantic and Technology-Deterministic Gaze’, 
Science and Engineering Ethics, Vol. 27, No. 2, pp. 
1–20.

15. Sullivan, Y. W. and Fosso Wamba, S. (2022), ‘Moral 
judgments in the age of artificial intelligence’, Journal 
of Business Ethics, pp. 1–27.

16. Atker et al., ref. 7 above.
17. Blackman, R. (2020), ‘A Practical 

Guide to Building Ethical AI’, Harvard 
Business Review, available at https://hbr.



Wirtz et al.

328   Journal of AI, Robotics & Workplace Automation Vol. 1, 4 325–328 © Henry Stewart Publications 2633-562X (2022)

org/2020/10/a-practical-guide-to-building-ethical-ai 
(accessed 30th May, 2022).

18. Thomaz, F., Salge, C., Karahanna, E. and Hulland, 
J. (2020), ‘Learning from the Dark Web: Leveraging 
conversational agents in the era of hyper-privacy 
to enhance marketing’, Journal of the Academy of 
Marketing Science, Vol. 48, No. 1, pp. 43–63.

19. Rahwan, I., Cebrian, M., Obradovich, N., Bongard, 
J., Bonnefon, J-F., Breazeal, C., Crandall, J. W., 
Christakis, N. A., Couzin, A. D., Jackson, M. O., 
Jennings, N. R., Kamar, E., Kloumann, I. M., 
Larochelle, H., Lazer, D., McElreath, R., Mislove, A., 
Parkes, D. C., Pentland, A., Roberts, M. E., Shariff, 
A., Tenenbaum, J. B. and Wellman, M. (2019), 
‘Machine behaviour’, Nature, Vol. 568, No. 7753, pp. 
477–486.

20. Lobschat, L., Mueller, B., Eggers, F., Brandimarte, L., 
Diefenbach, S., Kroschke, M. and Wirtz, J. (2021), 
‘Corporate digital responsibility’, Journal of Business 
Research, Vol. 122, pp. 878–888.

21. Wirtz, J., Hartley, N., Kunz, W. and Tarbit, J. 
(Forthcoming), ‘Corporate Digital Responsibility 
in Service Firms and Their Ecosystems’, Journal of 
Service Research.

22. Lobschat et al., ref. 20 above, p. 876.
23. Elliot et al., ref. 10 above.
24. Lobschat et al., ref. 20 above.
25. Mihale-Wilson, C., Hinz, O., Aalst W. van der 

and Weinhardt, C. (2022), ‘Corporate Digital 
Responsibility’, Business Information & Systems 
Engineering, pp. 1–6.

26. Elliot et al., ref. 10 above.
27. Breidbach and Maglio, ref. 9 above.

28. Rai, A. (2020), ‘Explainable AI: From black box to 
glass box’, Journal of the Academy of Marketing Science, 
Vol. 48, No. 1, pp. 137–141.

29. Bleier, A,. Goldfarb, A. and Tucker, C. (2020), 
‘Consumer privacy and the future of data-based 
innovation and marketing’, International Journal of 
Research in Marketing, Vol. 37, No. 3, pp. 466–480.

30. Zuboff, S. (2015), ‘Big other: Surveillance capitalism 
and the prospects of an information civilization’, 
Journal of Information Technology, Vol. 30, No. 1, pp. 
75–89.

31. Belk, ref. 6 above.
32. Elliot et al., ref. 10 above.
33. Gillis, T. B. and Spiess, J. L. (2019), ‘Big data and 

discrimination’, The University of Chicago Law Review, 
Vol. 86, No. 2, pp. 459–488.

34. Davenport, T., Guha, A., Grewal, D. and Bressgott, 
T. (2020), ‘How artificial intelligence will change 
the future of marketing’, Journal of the Academy of 
Marketing Science, Vol. 48, No. 1, pp. 24–42.

35. Rai, ref. 28 above.
36. Quach, S., Thaichon, P., Martin, K. D., Weaven, S. 

and Palmatier, R. W. (2022), ‘Digital technologies: 
Tensions in privacy and data’, Journal of the Academy of 
Marketing Science, pp. 1–25.

37. LeCun, Y., Bengio, Y. and Hinton, G. (2015), 
‘Deep learning’, Nature, Vol. 521, No. 7553, pp. 
436–444.

38. Lobschat et al., ref. 20 above.
39. Khatri, V. and Brown, C. V. (2010), ‘Designing data 

governance’, Communications of the ACM, Vol. 53, 
No. 1, pp. 148–152.

40. Wirtz et al., ref. 21 above.


	Corporate digital responsibility: Dealing with ethical, privacy and fairness challenges of AI
	References



